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Sistemas de Medida de Potência Reativa são uma parte fundamental dos me-

didores de energia modernos, e com a crescente demanda por fontes de energia

renovável e geração distribuida, a procura por sistemas de medida sob condições

não-senoidais aumentou na última decada. Porém, soluções em domínio analógico

representam uma possibilidade de implemetação de baixo custo e não foram explo-

radas por trabalhos anteriores. Nesta dissertação, a teoria da medida de potên-

cia reativa é apresentada e um sistema de medida de potência reativa em domínio

analógico é desenvolvido. A técnica de medida proposta emprega um transformador

de Hilbert em corrente chaveada que utiliza sessões de passa-tudo estruturais para

obter baixa sensibilidade ao descasamento de transistores. Para avaliar a estrutura

proposta, um circuito integrado é projetado baseado em padrões internacionais es-

tabelecidos pela Comissão Eletrotécnica Internacional (IEC). A implemetação �nal

é testada a partir de simulação de circuitos utilizando ferramentas de software do

estado da arte e simulações de Monte Carlo são executadas para observar a sensi-

bilidade da medida ao descasamento de transistores.
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Reactive Power Measurement Systems (RPMS) are a fundamental part of mod-

ern smart meters, and with the increasing demand for renewable sources and dis-

tributed generation, the search for measurement systems under non-sinusoidal con-

ditions grew in the last decade. However, analog domain solutions were not ex-

plored by previous works and it represents a possibility for a low-cost implemen-

tation. In this thesis, the theory of reactive power measurement is studied and

an analog domain RPMS is developed. The proposed measurement technique em-

ploys a switched-current Hilbert transformer that uses structurally all-pass section

to achieve low-sensitivity to transistor mismatch. To evaluate the proposed struc-

ture, an integrated circuit is designed based on international standards from the

International Electrotechnical Commission (IEC). The �nal implementation is eval-

uated through circuit simulation using state-of-the-art software tools and Monte

Carlo simulations are performed to observe measurement sensitivity to transistor

mismatch.
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Chapter 1

Introduction

During the turnover of the 19th century, an intensive dispute was drawn between

two brilliant scientists: Thomas Edison and Nikolas Tesla. Both rivals proposed

di�erent ideas to provide electrical energy to the population. Edison's idea was to

transmit the energy using direct current (DC), which he claimed to be superior since

it maintained a lower voltage for the consumer, making it safer. Tesla, on the other

hand, proposed a concept of transmission using alternate current (AC), which was

more practical, on that time, to transmit a higher quantity of energy, as required

by big cities and factories [1]. The result of the famous "War of Currents" is widely

known: until today, the electrical energy is transmitted - with few exceptions [2] -

using alternate current.

The main challenge faced by AC power transmission arise from AC circuits.

Reactive elements, such as capacitors and inductors, can store energy and provoke

reversals of the direction of the energy �ow. Therefore, AC power is analyzed by

dividing it into two quantities, active and reactive power. The active power is

the 'conventional energy', responsible to generate heat, movement and light. The

reactive power does not perform these tasks directly, but it is fundamental to keep

the control of the grid as well as to generate electromagnetic �elds for the operation

of motors, transformers and generators.

Since the reactive power is important to grid's stability, the electricity provider

must measure the amount consume by its loads - i.e energy consumers. However,

reactive power measurement is a di�cult task, so many providers charge only for

the active power consumed by small users, such as households, and impose a �ne

when the reactive power surpasses a limit on large users, which must keep control

of its own consumption [3]. Therefore, the measurement of reactive power by the

electricity provider would improve its billing methods [4] and improve grid control.

The demand for continuous power measurement only tend to increase with the

spread of distributed generation, renewable energy sources and smart grids. A recent

example shows this demand: in 2010 the main electricity provider of Italy, ENEL,
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concluded the modernization of more than 30 million energy meters, to improve

energy e�ciency, billing methods and introduce automatic billing [5].

Reactive power measurement is also essential for quality control of the electri-

cal grid and its becoming more important in recent years since the major part of

electrical loads in power systems became non-linear or time-varying. This happened

due to proliferation of power electronic equipment, such as induction furnaces, ad-

justable speed drivers and clusters of personal computers [6]. This change not only

emphasize the need to measure reactive power consumption, but also makes it even

more challenging due to the number of harmonics introduced into the grid.

The presence of harmonic distortion into the grid obsolete the de�nitions and

measurement methods utilized by the industry and new solutions were developed

towards reactive power measurement. A wide variety of works were presented in the

literature to perform the measurement, from which we highlight the Hilbert trans-

former based methods [7�9], FFT algorithms [10, 11] and others [12�14]. Although

these are di�erent techniques, they are all executed in digital domain, employing

expensive circuits such as DSPs and FPGAs.

Analog domain implementations was not explored to implement the measure-

ment under non-sinusoidal conditions, and it represent a possibility of low-cost, low-

power consumption and low-complexity, which are key aspects on a massive renova-

tion of energy meters as it was done by ENEL. In this context, it will be proposed

an analog implementation of a reactive power measurement system. The system

will employ a discrete-time Hilbert transformer implemented using switched-current

techniques. The Hilbert transformer design will be implemented using a half-band

�lter design procedure [15]. The design process will be detailed, from a system per-

spective to the circuit design using a CMOS 0.35µm process. The proposed system

is validated using a wide variety of simulations on Cadence analog design �ow.

1.1 Switched-Current Circuits

Switched-current circuits were initially proposed in 1988, and it arised with the need

to implement analog discrete-time signal processing in VLSI circuits [16]. Since

fabrication process for digital circuits are not optimized to implement capacitors,

the use of switched-capacitors to perform discrete-time signal processing su�ered

from performance issues. Furthermore, in VLSI process, the power supply voltage

is limited, which reduces the dynamic range of switched-capacitor circuits directly.

To overcome the challenge, Hughes [17] proposed the use of current-mode signal

processing and introduced the 'current memory cell' presented in Fig. 1.1. When

the switch is closed, the input current is introduced into the current mirror and the

gate-source voltage of M1 changes according to the input current. This current is
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copied to transistor M2 since it works as a current mirror. When the switch opens,

the gate-source capacitor ofM2 holds the voltage correspondent to the input current

until the switch closes again. Therefore, the current value is indirectly stored by the

gate-source capacitance of M2. This way, a half-unit delay is implemented, which is

the base of a discrete-time �lters.

ini
BI

φ

oi

2M

BI

1M

(a)

φ

ini oi

(b)

Figure 1.1: Second generation current memory cell. (a) Circuit and (b) Block
representation.

The current memory cell, also known as current sample and hold and current

copier cell, had some performance issues due to mismatch between transistors, since

it was design based in the current mirror. When implementing a discrete-time ana-

log �lter, Hughes' memory cell introduced losses. To address this issue, Tsividis

[16] proposed a single-transistor current memory cell, presented in Fig. 1.2. During

sampling phase (φ1), the transistor is diode-connected and an input current is in-

troduced at its drain. The gate-source voltage set depends only on the transistor

itself, and therefore during holding phase (φ2), no losses occur due to mismatch.

2φini
BI

1φ

1φ

oi

1M

(a)

2φ1φ

1φ

ini oi

(b)

Figure 1.2: Second generation current memory cell. (a) Circuit and (b) Block
representation.

In the literature, Hughes' copier cell is usually referred as �rst generation current

memory cell and Tsividis' one as second generation current memory cell. Although

both of them seem very simple circuits, they are very sensitive to charge injection

from the switch. Also since the ID − VGS curve of MOS transistors is non-linear,

charge injection potentially introduce distortion. Therefore, the search for charge
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injection improvements on both �rst and second generation current memory cells

was intense for the last 25 years. Many techniques were proposed to mitigate charge

injection, from which we can highlight the dummy replica [18], S2I [19], common-

mode feedforward structures [20] and zero-voltage switching [21]. In this work, we

also introduce an improved version of the zero-voltage switching current memory cell,

with a high-linearity operation [22] to allow a high-precision measurement system.

1.2 Work Outline and Contributions

This thesis is divided as follows: In Chapter 2, the theory and switched-current

implementation of a Hilbert transformer is presented. Chapter 3 addresses the

reactive power measurement system theory and literature review. We explore the

usage of one Hilbert transformer to execute the measurement and the use of a pair

of Hilbert transformer for the same task. A technique is also proposed to employ the

switched-current Hilbert transformer and eliminate systematic errors. In Chapter

4, an overview of the system design is presented, considering the standards from

regulatory agencies. Chapter 5 presented the theory and design of the current

memory cell utilized in this work. Chapter 6 presents the complementary circuits

necessary for the system implementation. In Chapter 7, the �nal system is pre-

sented and extensively validated through circuit simulation. Finally, in Chapter 8

the conclusions and future works are addressed. Process characterization and some

mathematical derivations were addressed in the Appendix.

The main contribution in this work are: the development of a low-sensitivity

Hilbert transformer using switched-current techniques [23] using structurally all-

pass sections to achieve low variation with transistor mismatch; the development

of a high-linearity zero-voltage switching current memory cell for measurement ap-

plications [22] which allowed the proper operation of the system to achieve IEC

requirements; a coe�cient sharing method to allow perfect matching between two

Hilbert transformers and reduce phase errors into the measurement result.
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Chapter 2

The Hilbert Transformer

The Hilbert Transformer is a widely used block in many important applications of

electronics, such as single side-band (SSB) modulation [24], reactive power mea-

surement [7] and many others [25]. We start this chapter brie�y reviewing its basic

concepts and also reviewing an implementation based on an IIR half-band �lter. We

then propose a switched-current implementation of the Hilbert transformer.

2.1 Hilbert Transform

The Hilbert transform of a function f(t) is de�ned by

H {f(t)} (t) =
1

π

∞∫
−∞

f(τ)

t− τ dτ (2.1)

which is a convolution integral, therefore it can be represented by

H {f(t)} (t) =
1

πt
∗ f(t) (2.2)

The relationship in 2.2 can be described in the frequency domain as

H {f(t)} (ω) = −jsgn(ω)F (ω) (2.3)

where F (ω) is the Fourier transform of f(t) and sgn(ω) is the signum function. If

we de�ne HHT (ω) as

HHT (ω) = −jsgn(ω) =


−j, ω > 0

0, ω = 0

j, ω < 0.

(2.4)

the Hilbert transform of a signal can be obtained using a �lter with HHT (ω) as its

transfer function, as shown in Fig. 2.1a. The frequency response of HHT (ω) is shown
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in Fig. 2.1b.

)t(f )ω(HTH

(a)

ω

j−

j

(b)

Figure 2.1: (a) Hilbert transformer �lter. (b) Frequency response of the Hilbert
transformer.

Because of this property, a �lter with frequency response equal to HHT (ω) is

called a Hilbert transformer. Also, one can notice that |HHT (ω)| = 1 for ω 6= 0

and its phase response is given by

∠HHT (ω) =


−90◦, ω > 0

0, ω = 0

90◦, ω < 0.

(2.5)

Therefore, the Hilbert transformer is also known as a 90 degrees phase shifter. It

can also be extended to discrete-time systems, which is explored in the next section.

2.2 Discrete-Time Hilbert Transformer

A discrete-time Hilbert transformer (DHT) is a linear-shift discrete-time invariant

system with ideal frequency response given by 1

HHT (ejω) =

−j, 0 < ω < π

j, −π < ω < 0.
(2.6)

where its impulse response is non-causal, and therefore it cannot be physically re-

alized. However, it is possible to approximate its ideal behavior using a well known

design procedure based on half-band �lter [15].

Let us �rst consider the discrete-time complex half-band �lter Q(ejω), described

by

1For simplicity, the zero in the origin is neglected.
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Q(ejω) =

1, 0 ≤ ω ≤ π

0, −π < ω < 0.
(2.7)

which is related to the Hilbert transformer by

Q(ejω) =
1

2

(
1 + jHHT (ejω)

)
(2.8)

The complex half-band �lter can be realized by shifting a real half-band �lter

R(ejω) in the frequency domain by π
2

R(ejω) = Q
(
ej(ω+

π
2
)
)

=

1, 0 ≤ |ω| < π
2

0, π
2
≤ |ω| < π.

(2.9)

The relationships in (2.8) and (2.9) can be extended to the z-domain by using

z = ejω, leading to

Q(z) =
1

2
(1 + jHHT (z)) (2.10)

and

R
(
ejω
)

= Q
(
ejωej

π
2

)
R (z) = Q (jz)

R (−jz) = Q (z)

(2.11)

As described in [26], a large class of stable IIR half-band �lters can be de-

composed into a sum of two all-pass transfer functions. Therefore, R(z) can be

approximated by R̂(z), which is given by

R̂(z) =
1

2

[
A1(z

2) + z−1A2(z
2)
]

(2.12)

where A1(z) and A2(z) are stable all-pass transfer functions, and the right side of

(2.12) is an equiripple aproximation of the half-band �lter [27]. To obtain R̂(z), it

will be used the algorithm proposed in [28], which is already implemented in the

Signal Processing Toolbox from MATLAB. This toolbox will be used in Chapter 4

to obtain the coe�cients for the measurement system.

Applying equation (2.12) to the relationship in (2.11) we obtain

Q̂(z) =
1

2

[
A1(−z2) + jz−1A2(−z2)

]
(2.13)

which shows that the complex half-band �lter can be realized by inverting the signal

of the transfer function coe�cients of the all-pass sections. Also, since the half-band
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�lter is designed to have very small atenuation in the passband, it means that

A1(−z2) and z−1A2(−z2) are approximately out of phase by 90 degrees [27].

A simple way to observe this is to trace the frequency response of (2.13). Let

A1(−z2)
∣∣
z=ejω

= 1ejθ1(ω) (2.14)

and

z−1A2(−z2)
∣∣
z=ejω

= 1ejθ2(ω) (2.15)

then the frequency response of Q(z) is given by

2Q̂(ejω) = 1ejθ1(ω) + 1ej
π
2 1ejθ2(ω)

2Q̂(ejω) = 1ejθ1(ω) + 1ej(
π
2
+θ2(ω))

2Q̂(ejω) = 1ejθ1(ω)
[
1 + 1ej(

π
2
+θ2(ω)−θ1(ω))

] (2.16)

Since the frequency response of Q(ejω) is known from (2.7), it is possible to �nd

the relationship between θ1(ω) and θ2(ω). For 0 ≤ ω ≤ π, we have

[
1 + 1ej(

π
2
+θ2(ω)−θ1(ω))] = 2→ π

2
+ θ2(ω)− θ1(ω) = 0 (2.17)

which leads to

θ2(ω) = −π
2

+ θ1(ω). (2.18)

However, for −π < ω < 0, we have

[
1 + 1ej(

π
2
+θ2(ω)−θ1(ω))] = 0→ π

2
+ θ2(ω)− θ1(ω) = π (2.19)

which leads to

θ2(ω) =
π

2
+ θ1(ω). (2.20)

Therefore, the complete relationship between θ1(ω) and θ2(ω) is given by

θ2(ω) =

−π
2

+ θ1(ω), 0 ≤ ω ≤ π

π
2

+ θ1(ω), −π < ω < 0.
(2.21)

which means that a �lter with transfer function z−1A2(−z2) approximates the

Hilbert transform of the output of a �lter with transfer function A1(−z2) when

both have same inputs.

In other words, if we apply a signal X(z) through A1(−z2), obtaining YIP (z),

8



and through z−1A2(−z2), getting YQP (z), as shown in Fig. 2.2, and adopt YIP (z) as

a reference, YQP (z) is an approximation for the Hilbert transform of YIP (z).

1−z

)z(X

)z(QPY

)z(IPY

Figure 2.2: Hilbert transformer implementation using all-pass transfer functions.

In many telecommunication applications, the reference signal is said to be in-

phase and the 90 degree phase-shifted one is on quadrature phase. Thus the sub-

scripts for each �lter path output.

2.2.1 Phase Imbalance and Bandwidth

Since the Hilbert transformer is designed indirectly through a half-band �lter, it

is important to relate the design constraints from the transformer with the design

constraints of the half-band �lter.

Because of an equirriple design, the cuto� frequency of the half-band �lter can

be related to the bandwidth of the Hilbert transformer. From Fig. 2.3, one can see

that

BW = 2ωp (2.22)

ω

2
π

2
π pωpω

)ω(R̂

(a)

ω

)ω(Q̂

π

BW

(b)

Figure 2.3: Relationship between (a) half-band �lter cuto� frequency ωp and (b)
Hilbert transformer bandwidth BW.

Petraglia derived in [27] a relationship between the phase imbalance of the Hilbert

transformer and the half-band �lter stop-band magnitude. The upper-bound for the

phase imbalance is given by

∆θ(ω) ≤ 2εs (2.23)
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where ∆θ(ω) is the phase imbalance in radians, inside the bandwidth BW, and εs
is the stop-band magnitude of the half-band �lter.

2.3 Structurally All-Pass Filters

In the last section, we introduced a Hilbert transformer realization with all-pass

transfer functions. Therefore, our goal in this section is the design of transfer func-

tions using switched-current techniques.

Both all-pass transfer functions from (2.12) can be mathematically described as

a cascade of �rst order all-pass sections [29], leading to

Ai(z) =

Ni∏
j=1

kij + z−1

1 + kijz−1
, for i=1,2. (2.24)

where the order Ni of each �lter path is de�ned by the design constrains of the half-

band �lter, as shown by Ansari [15]. This con�guration is interesting from an analog

design viewpoint because it allows to reuse the structure to implement a long �lter,

therefore simplifying the schematics and layout design. Moreover, one-coe�cient

sections simpli�es the implementation of structurally all-pass networks.

Structurally all-pass sections (SAPS) are transfer functions which both numer-

ator and denominator coe�cient are realized by the same building block (e.g. a

current mirror), so that if there is a variation on the coe�cient value, the transfer

function keeps all-pass. The use of SAPS provides circuits with very low sensitivity

to parameters variations, such as transistor mismatch and process gradient [30].

An example of a SAPS block diagram is presented in Fig. 2.4. It is easy to see

that only one gain block is responsible to realize both numerator and denominator

coe�cient.

1−z

1−z )z(Y

)z(X

+ +

+

Figure 2.4: Block diagram of a �rst-order structurally all-pass section.

2.3.1 Switched-Current Implementation

To implement the SAPS with switched-current, a transformation from z to −z2
must be applied into (2.24), resulting in
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Ai(−z2) =

Ni∏
j=1

kij − z−2
1− kijz−2

, for i=1,2. (2.25)

Therefore, the circuit must implement the transfer function

io
iin

=
kij − z−2
1− kijz−2

(2.26)

which can be rewritten as

io = −iinz−2 + kij(iin + ioz
−2) (2.27)

Using the second generation current memory cell presented in the previous chap-

ter, a block diagram of the circuit can be developed, as shown in Fig. 2.5.

xi

2φ2φ 1φ 1φ1φ

2φ1φ 2φ1φ

2φ2φ 1φ 1φ1φ

1φ2φ1φ2φ

2−zai

ci
c.i1

oi

−

2−z

Differential
Current Mirror

ini

ai

ai

ci

−
ai

a.i1

1φ

1φ
xiijk

Figure 2.5: Block diagram of an one-coe�cient switched-current structurally all-pass
section.

The coe�cient is implemented by only one current mirror with a gain equal to

kij. The output is obtained by a current copier. Since both positive and negative

copies of the input current are needed to implement the circuit, we developed a

di�erential current mirror, shown in Fig. 2.6.

BI2 BI2

BI BI BI

ini

ini

ini ini−

1M 3M 4M 2M

Figure 2.6: Di�erential Current Mirror implementation.

This circuit is composed by two identical di�erential ampli�ers, M1-M2 and M3-
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M4, with di�erential inputs connected together. The di�erential ampli�er M1-M2

have both transistors diode-connected. The input current iin of M1-M2 determines

the input di�erential voltage, which is the same for M3-M4. So, a copy of iin is

generated in M3-M4, but with opposite directions, thus di�erent polarities. The

complete circuit for the switched-current structurally all-pass section (SI-SAPS) is

presented in Fig. 2.7. We emphasize that, in a real circuit implementation, as will

be presented in Chapter 6, more sophisticated current memory cells will be used.

Coefficient
Realization

BI BI BI BI

BI BI BI BI
1φ 1φ 1φ

1φ1φ

1φ

1φ

BI BI BI

BI2φ2φ

2φ2φ

2
′φ2

′φ

2
′φ2

′φ

1
′φ 1

′φ

1
′φ

1
′φ

BI BI BI BI

k1 : 1 : 1

BI2 BI2

ini

oi

ij

Figure 2.7: Switched-current circuit implementation of a Structurally All-Pass Sec-
tion.

2.4 Switched-Current Hilbert Transformer Design

Example

As an example, we will implement the Hilbert transformer proposed in [27] with

bandwidth between 0.05π and 0.95π and maximum phase-error equal to θerr =

0.02rad. This speci�cations result into the above transfer functions

A1(−z2) =
−z−2 + 0.1907

1− 0.1907z−2
× −z

−2 + 0.8607

1− 0.8607z−2
(2.28)

A2(−z2) =
−z−2 + 0.5531

1− 0.5531z−2
(2.29)

Using the SI-SAPS developed in the last section, the implementation for this

Hilbert transformer is shown in Fig. 2.8 [23]. The delay line z−1 before the all-pass

transfer function A2(−z2) was taken from inside of the �rst SI-SAPS in order to

save hardware.
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Coefficient
Realization

1−.z)z(X

BI BI BI

BI BI BI

BI BI BI BI

BI BI BI BI

BI BI BI BI
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1φ1φ
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BI BI BI

BI BI BI BI
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BI BI BI BI
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1907. = 0
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21k

12k11k

11k

21k
12k

Figure 2.8: Switched-current implementation of the Hilbert transformer.
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The proposed implementation was simulated to verify its behavior. Since ana-

log circuits are subject to non-ideal e�ects during manufacture, such as transistor

mismatch and process gradients, it is important to observe the circuit sensitivity to

this non-ideal e�ects. To perform this analysis, we used the ASIZ program, devel-

oped by de Queiroz [31]. Simulation results are shown in Fig. 2.9. In the top-right

corner, one can see the detailed response inside the frequency range of the Hilbert

transformer [23].
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Figure 2.9: Phase response of the Hilbert transformer.

For the sensitivity analysis, it was adopted 1% of mismatch error between the

current mirrors. The statistical variation of phase response shows the total e�ect of

mismatch errors between transistors. The solid lines are the mean response and the

dashed lines represent the its statistical variation.

One can see that the overall frequency response presents a very small variation in

the desired frequency range, mainly due to the use of SAPS. The maximum phase-

error due to mismatch e�ects is±2.9 degrees within the transformer frequency range.
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Chapter 3

Reactive Power Measurement

Systems

Since the wide spread of electrical energy distribution in the United States, in the

early 20th century, it began a search for energy and power measurement methods

and until today it has not reach to an end. The �rst developments towards power

measurement are dated from the decade of 1910, using electrostatic elements to

execute the readings of active and reactive power values. Further, the �rst measure-

ment procedures using electronic devices are dated from the 50's decade and utilize

vacuum tubes as main components [32].

With the advance of electronics, new methodologies in the analog domain [33, 34]

and also in digital domain [35] were developed, focusing only in sinusoidal systems,

since very low distortion was introduced into the grid by its users. However, with

the modern era of power electronics, the load pro�le changed and became highly

non-linear and time varying, which introduces high distortion into the power grid

and created the necessity to study reactive power measurement under non-sinusoidal

conditions [6].

In this Chapter, we �rst present a bibliography review of the main proposed

methods for reactive power measurement under non-sinusoidal conditions. In ad-

dition, we will review the Hilbert transformer based method and proposed a new

method using analog design. Simulation results and comparison between similar

methods are also presented.

3.1 Literature Review

A wide range of works were presented in the context of reactive power measure-

ment systems under non-sinusoidal conditions and they can be separated into three

groups, according to the measurement procedure used in each work. The �rst group
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decided to use a Hilbert transformer to achieve a 90 degrees phase shift [7�9] but us-

ing di�erent algorithms and implementation methods. The second group measured

the reactive power using a Fast Fourier Transform (FFT) algorithm in di�erent

forms [10, 11]. The third group is a miscellaneous of various methods that does not

�t the previous groups [12�14]. In the next sub-sections the details of each work

will be presented.

3.1.1 Hilbert transformer based methods

The Hilbert transformer is a building block which introduces a 90 degrees phase shift

in the input signal. The measurement is performed by phase shifting the current or

the voltage signal and then multiplying both signals to obtain the reactive power.

There are many ways to implement the Hilbert transformer, such as IIR �lters

[7] and FIR �lters [8, 9], which leads to di�erent precision and complexity. More

details on the Hilbert transformer measurement method will be presented in the

next section.

The research made by Hao [7] is the main reference for this dissertation. His work

implemented a digital Hilbert transformer using the half-band �lter design procedure

explained in Chapter 2. Its physical implementation was made using a Digital

Signal Processor (DSP) rather than a application speci�c integrated circuit (ASIC).

However, most of his results were obtained from behavioral models in MATLAB

and not from the physical implementation. The �lter used as a Hilbert transformer

is his work has a 13th order transfer function, or six all-pass sections, which is a

smaller complexity when compared with other works.

The work presented in [8] used a Hilbert transformer implemented by a FIR

Chebyshev equiripple �lter with 31 taps, which is much higher order when compared

with the previous work. Its implementation was made in a FPGA, which represents

a high cost of manufacturing, therefore is not viable for commercial applications.

Moreover, very few details were given about its performance.

Another research made using FIR �lters was presented in [9]. This work imple-

mented an application speci�c integrated circuit (ASIC) where the reactive power

measurement system was a block in a solid state electrical energy meter. The �l-

ter used as a Hilbert transformer was a coe�cient optimization �lter with 31 taps.

It was integrated using a AMI 0.35µm CMOS process and was synthesized using

VHDL. The reactive power measurement block alone occupied an area of 0.83mm2.

3.1.2 Fast Fourier Transform based methods

The reactive power measurement using Fourier transform is perform by evaluating

each harmonic components of both voltage and current signals, therefore obtaining
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active and reactive power. However, the Fast Fourier Transform (FFT) algorithm is

complex and hardware demanding. To overcome this high-cost, the work presented

in [10] used the Goertzel algorithm, which is a high-e�cient implementation of the

FFT, saving area and computational resources. However, the �lter described by

the authors is quite simple, but also quite limited, since it only measures the power

of the fundamental component. The main advantage of the proposed system is its

physical implementation on a Microcontroller, which has low cost and still achieved

good precision when compared with more expensive methods.

The research presented in [11] was straight-forward about its implementation,

using an FPGA and standardized blocks from the FPGA manufacturer. Thus, it

resulted in a system with a high switching frequency and a very high hardware

complexity. The system used a 512-point FFT for both voltage and current signals,

resulting in an usage of 23% of the FPGA space but also achieving good measure-

ment precision. The authors also presented a compact version of the system, which

occupied just 3% of the FPGA space, but compromising the measurement precision.

Also, as said before, the use of FPGA is not viable commercially because of its high

cost.

3.1.3 Alternative Methods

Another group of works proposed di�erent structures to measure reactive power,

from which we can highlight a Wavelet transform based [12], a technique based on

Walsh functions [13] and also a system based on Adaptative Notch Filters [14].

The Wavelet transform based work presented by Yoon [12] is very similar to the

Hilbert transform based methods, since it also uses a 90 degree phase shifter, but

instead of multiplying in-phase and quadrature components, a Wavelet transform is

performed in each of them. As a result, this method does not measure instantaneous

reactive power. Moreover, the use of Wavelet transform represents a bigger amount

of processing power. On the other hand, his method showed simplicity and high

precision. This work used a �lter with ten all-pass sections, or 21st order.

Another interesting work was presented by Abiyev [13], which uses Walsh func-

tions to measure the reactive power. After a long mathematical development, the

authors reached a simple �nal result, which consist in multiplying the input signals

by 1, -1 or 0 in a speci�c order. Besides its simplicity, the proposed method allowed

measurement of the fundamental and the harmonics separately and it does not re-

quire a 90 degree phase shift. However, their method achieved a inferior precision

when compared with other works. Also, there was not any physical implementation,

thus presenting only simulated results.

The work presented in [14] introduced a technique that used Adaptive Notch
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Filters (ANF) to execute reactive power measurement. Since the �lters were adap-

tive, they could respond to a frequency variation easily. Also, the method presented

a very high precision measurement and it also delivers the instantaneous reactive

power. However, for every harmonic component added on the measurement, another

�lter must be added to the system, making the technique very hardware demanding

for wideband measurements. For instance, to measure the reactive power in 19 har-

monics components, it would be necessary 19 ANFs in the system, making it quite

extensive.

3.1.4 Summary

A summary of the related works is presented on Table 3.1. As we showed, reactive

power measurement is still a subject of study with many di�erent approaches but

they all have something in common: digital domain approach. Wideband procedures

in analog domain were not explored by previous researches and it represents a pos-

sibility of a low-cost high-precision measurement system, which justify the research

done in this dissertation.

Table 3.1: Characteristics of related works.

Measurement Method Filter Order
Physical
Implementation

Measurement Maximum Error

[7] Hilbert IIR 6 coe�cients DSP 40 Hz - 960 Hz 0.2%
[8] Hilbert FIR 31 taps FPGA 40 Hz - 960 Hz -
[9] Hilbert FIR 31 taps CMOS .35µm 0.5 Hz - 2048 Hz -
[10] FFT - Microcontroller 50 Hz 0.812%
[11] FFT - FPGA 0 - 50MHz 0.0309%
[12] Wavelet 10 coe�cients - 46.93 Hz - 3626.7 Hz 0.0099%
[13] Walsh Functions - - 50 Hz - 550 Hz 3.068%
[14] ANF - - 50 Hz - 250 Hz 0.000444%

3.2 Reactive Power Measurement

To begin presenting the measurement procedures used in this section, we need to

specify a de�nition of the power quantities to be used. In this work, the de�ni-

tions presented by Budeanu [36] for active and reactive power under non-sinusoidal

conditions were chosen due to simplicity and wide use in others reactive power mea-

surement works. These de�nitions were used for a long time, and it was de�ned in

the Dictionary of Standards IEEE 1459-2000 [37], but it was strongly objected by

Czarnecki [38], since the relationship between Budeanu's reactive power de�nition

and line loss were not straightforward. It resulted in taking down Budeanu's de�-

nition from the IEEE 1459-2010 version [39], but new studies done by Willems [40]

and Jeltsema [41] revisited the de�nitions and showed the usefulness of Budeanu's

de�nition. Moreover, the use of Budeanu's de�nition for billing was not questioned
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by any of the works, and it is the main focus of this dissertation. Thus, his de�nitions

will be used throughout this work.

According to Budeanu [36], the de�nition of active power and reactive power

under non-sinusoidal conditions are, respectively,

P =
∞∑
k=1

Pk =
∞∑
k=1

VkIk cos(ϕk) (3.1)

and

Q =
∞∑
k=1

Qk =
∞∑
k=1

VkIk sin(ϕk) (3.2)

where Pk and Qk are, respectively, the RMS values of the kth active and reactive

power harmonic component, Vk and Ik are the RMS values of the kth voltage and

current harmonic component, and ϕk is the phase di�erence between each of them.

Based on these de�nitions and the measurement method developed by Hao [7], we

will present the reactive power measurement theory using an ideal Hilbert trans-

former and a real IIR Hilbert transformer with a phase error around the 90 degrees

phase shift, to show the e�ects of this error in the measurement precision.

3.2.1 Using an ideal Hilbert transformer

The measurement system using a Hilbert transformer is shown in Fig. 3.1.

)2z−(1A

1−z )2z−(2A

LPF Q

)n(u

)n(i )n(qpi

)n(ipu

)n(q

Figure 3.1: Reactive power measurement system using one Hilbert transformer.

Consider the sampled voltage signal expressed by its Fourier series:

u(n) =
N∑
k=1

√
2Vk sin (ωkn+ φk) (3.3)

ωk = 2πkf1Ts (3.4)

where Vk is the RMS voltage value of the kth harmonic, f1 is the fundamental

frequency, Ts is the sampling period and φk is the phase of the kth harmonic. The

sampled current of the system should present same characteristics and is represented

by
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i(n) =
N∑
k=1

√
2Ik sin (ωkn+ φk − ϕk) (3.5)

where Ik is the RMS current value of the kth harmonic and ϕk is the phase di�erence

between the kth voltage and current harmonic.

As it can be seen in Fig. 3.1, the voltage signal goes through the all-pass �lter

A1(−z2) and the current signal goes through the path with the all-pass transfer

function z−1A2(−z2) which guarantees a 90 degrees phase shift between current and
voltage signal. If the phase shift introduced by A1(−z2) is θ1(k) for the kth harmonic

component, then the signals uip(n) and iqp(n) can be represented by

uip(n) =
N∑
k=1

√
2Vk sin (ωkn+ φk + θ1(k)) (3.6)

and

iqp(n) =
N∑
k=1

√
2Ik sin

(
ωkn+ φk + θ1(k) +

π

2
− ϕk

)
=

N∑
k=1

√
2Ik cos (ωkn+ φk + θ1(k)− ϕk)

(3.7)

Both signals are then multiplied, and after applying the distributing property of

the summations, we obtain

q(n) =
N∑
k=1

N∑
l=1

2VkIl sin (ωkn+ φk + θ1(k))×

cos (ωln+ φl + θ1(l)− ϕl)
(3.8)

which can be simpli�ed to

q(n) =
N∑
k=1

N∑
l=1

VkIl [sin (ωk+ln+ φk + φl + θ1(k) + θ1(l)− ϕl)

+ sin (ωk−ln+ φk − φl + θ1(k)− θ1(l) + ϕl)]

(3.9)

There will be 2N + 1 harmonic components in q(n), so it can be represented by

a signal with a form
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q(n) = q0 +
2N∑
m=1

Am sin (ωmn+ φm) (3.10)

To calculate each component of q(n) is not a simple task and also not relevant

for the measurement. The value of the DC component of q(n), qo, is obtained when

k = l in (3.9) and is given by

q0 =
N∑
k=1

VkIk sin (ϕk) (3.11)

which can be extracted from q(n) by using a low-pass �lter with cuto� frequency

below the fundamental frequency. The �nal result of the system, Q, is the given by

Q = q0 =
N∑
k=1

VkIk sin(ϕk) (3.12)

which is close to the de�nition in (3.2), except for the limited number of harmonics.

Since the bandwidth of the Hilbert transformer can be designed to be as wide as

necessary to include the main harmonics recommended by the standards of each

country, this method proves to be an e�cient way to measure the reactive power.

3.2.2 Using a real Hilbert transformer

Since building a perfect 90 degree phase shifter is not achievable by real circuits, we

consider now that the Hilbert transformer has a small phase error εk around the π
2

phase shift. The current signal after passing through the phase-shifting network is

now expressed by

iqp(n) =
N∑
k=1

√
2Ik sin

(
ωkn+ φk + θ1(k)− ϕk +

π

2
+ εk

)
=

N∑
k=1

√
2Ik cos (ωkn+ φk + θ1(k)− ϕk + εk)

(3.13)

The same process used through equations (3.6)-(3.11) can be used, and it is

easy to see that the �nal measurement result with an phase error on the Hilbert

transformer will be

Q =
N∑
k=1

VkIk sin (ϕk − εk) (3.14)

which can be splitted into two parts
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Q =
N∑
k=1

VkIk sin(ϕk) cos(εk)−
N∑
k=1

VkIk cos(ϕk) sin(εk) (3.15)

and using the de�nitions from (3.1) and (3.2) we simplify it to

Q =
N∑
k=1

Qk cos(εk)−
N∑
k=1

Pk sin(εk) (3.16)

Since the phase error is small, both sine and cosine can be expanded into Taylor

series, obtaining

Q ≈
N∑
k=1

Qk

(
1− 1

2
ε2k

)
−

N∑
k=1

Pkεk. (3.17)

The result from (3.17) has a linear and a quadratic term of the phase error

and since the error is small, the linear term dominates the measurement error.

Thus, to obtain a high precision in the measurement using this method, the Hilbert

transform phase error has to be very small, which is achieved by using high order

�lters. In digital applications, building high order �lters is straight-forward, but in

analog circuits, because of the process parameters variations, which causes mismatch

between transistors and process gradient, higher-order �lters tend to have higher

statistical variation in its response.

To show the e�ect of parameters variation in the phase error, we compared two

Hilbert transformers with di�erent transfer function order length. The �rst Hilbert

transformer, referred as HT1, was implemented in [27] and it used a 7th order transfer

function, which means 3 structurally all-pass sections (SAPS). The all-pass transfer

functions are

A1(−z2) =
−z−2 + 0.1907

1− 0.1907z−2
× −z

−2 + 0.8607

1− 0.8607z−2
(3.18)

and

A2(−z2) =
−z−2 + 0.5531

1− 0.5531z−2
. (3.19)

The second Hilbert transformer, referred as HT2, was implemented in [7] and

it used a 13th order transfer function, which means 6 SAPS. The all-pass transfer

functions are

A1(−z2) =
−z−2 + 0.80000

1− 0.80000z−2
× −z

−2 + 0.44868

1− 0.44868z−2
× −z

−2 + 0.06820

1− 0.06820z−2
(3.20)

and
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A2(−z2) =
−z−2 + 0.24027

1− 0.24027z−2
× −z

−2 + 0.64112

1− 0.64112z−2
× −z

−2 + 0.93448

1− 0.93448z−2
. (3.21)

With these two Hilbert transformers, we performed a Monte Carlo analysis using

MATLAB, adopting a 1% variation of each coe�cient values of the SAPS. The

simulation result is presented in Fig 3.2 and it shows the phase error around the 90

degree phase shift.
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Figure 3.2: Phase error around the 90◦ phase shift for di�erent Hilbert transformers.
Monte Carlo analysis adopting a 1% variation on each structurally all-pass section
coe�cient.

From the simulation result, one can see that the mean phase error of HT2 is

much smaller than the HT1, but its standard deviation is greater then HT1. This

means that, even though a high-order transfer function is used to build the Hilbert

transformer, the phase error might not be smaller than a low-order transfer function,

since analog applications are subject to mismatch between transistors and process

parameters variations. Thus, high-order Hilbert transformers are not a reliable

technique to reduce measurement error on analog systems.

23



3.2.3 Measurement Method Using Two Hilbert Transformers

To overcome the linear dependency of the phase error in the measurement response,

a new measurement technique was presented in [42]. This technique consist in using

two copies of the same �lter to cancel the linear term of (3.17). Even though it

basically doubles the overall order of the system, since it cancel the linear term,

the e�ect of the phase error in the measurement is highly reduced, lowering the

constraints for the design of the Hilbert transformer, therefore lowering the order of

each �lter. The technique is shown in Fig. 3.3.

)2z−(1A

1−z )2z−(2A

)n(u

)n(i )n(qpi

)n(ipu

)2z−(1A

1−z )2z−(2A

)n(ipi

)n(qpu

−

+

2/1 LPF

)n(bq

)n(tq

′Q
)n(′q

Figure 3.3: Reactive Power measurement using two Hilbert transformers.

It works as follows: the top transformer has the voltage signal in-phase and the

current signal in quadrature phase, with their values de�ned by (3.6) and (3.13)

respectively. The bottom transformer has exactly the opposite, the current signal

in-phase, described as

iip(n) =
N∑
k=1

√
2Ik sin (ωkn+ φk − ϕk + θ1(k)) (3.22)

and the voltage signal in quadrature-phase, which can be described as

uqp(n) =
N∑
k=1

√
2Vk sin

(
ωkn+ φk + θ1(k) +

π

2
+ εk

)
=

N∑
k=1

√
2Vk cos (ωkn+ φk + θ1(k) + εk)

(3.23)

The procedure described through equations (3.6)-(3.11) can be used again to

obtain the DC components of qt(n) and qb(n), which are given by

qt0 =
N∑
k=1

VkIk sin (ϕk − εk) (3.24)
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qb0 =
N∑
k=1

VkIk sin (−ϕk − εk) (3.25)

Similarly from equation (3.10), the value of q′(n) from Fig. 3.3 have also 2N + 1

harmonic components and can be described as

q′(n) = q′0 +
2N∑
m=1

A′m sin (ωkn+ φ′m) (3.26)

where the DC component, q′0 is given by

q′0 =
1

2
[qt0 − qb0]

=
1

2

N∑
k=1

VkIk [sin (ϕk − εk)− sin (−ϕk − εk)]

=
N∑
k=1

VkIk sin (ϕk) cos (εk)

(3.27)

After the Low-Pass �lter with cuto� below fundamental frequency, the measure-

ment result is given by

Q′ = q′0 =
N∑
k=1

Qk cos (εk) (3.28)

and after Taylor expansion, it is approximated by

Q′ ≈
N∑
k=1

Qk

(
1− 1

2
ε2k

)
(3.29)

Comparing the result from (3.29) with the one from (3.17), it is clear that the

measurement error is much smaller in (3.29) since the linear term is cancelled. The

drawback is the need to implement two versions of the same Hilbert transformer.

As mentioned before, this result has a big advantage for analog design, which are

lower constraints to build each transformer, making both top and bottom transform-

ers smaller �lters with a lower phase error statistical variation. On the other hand,

this method requires a perfect matching between top and bottom transformers,

which is not possible to guarantee because of mismatch and parameters variation.

So, in order to obtain a perfect cancellation of the linear term in the measurement

error, some structural changes into the switched-current structural all-pass section

(SI-SAPS) are necessary, and they will be proposed in the next section.
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3.3 Proposed Method

To achieve perfect matching between top and bottom HT, some changes on the SI-

SAPS circuit of Fig. 2.5 are proposed. For clarity, the previous �gure is repeated

here.
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Figure 3.4: Block diagram of a one-coe�cient switched-current structurally all-pass
section.

One can see that the section is realized by the current mirror in the middle,

where both input currents ia and icz−2 and output current kijix are only required

during phase one. This means that during phase two, the current mirror is idle:

there is no current going in or coming out of it. Thus, the same current mirror

can be shared between both top and bottom all-pass transfer functions, therefore

guaranteeing a perfect matching between both HT. The same idea can be used for

the di�erential current mirror block. A block diagram that implements the all-pass

section with these shared blocks is presented in Fig. 3.5.

Now, there are two inputs and two outputs for each all-pass section, one to

process the current signal and the other to process the voltage signal. During the

phase one, the top part of the circuit is using the current mirror, so that all switches

connecting the current mirror to the memory cells are controlled by phase one.

During the phase two, all the switches that connect the current mirror to the top

part are open, disconnecting it from the top memory cells. The switches connecting

the current mirror to the bottom memory cells are now closed and then it can be

used by the bottom part.

A chain of cascaded sections of circuits from Fig. 3.5 is used to implement the

complete all-pass transfer function as shown in Fig. 3.6. Notice that the input and

output port t is the one connected to the top all-pass section, and the input and

output port b is the one connected to the bottom section.

One problem of sharing the coe�cient is that the bottom all-pass is delayed from

the top all-pass by a half-delay (z−1/2). To correct it, a half-unit delay have to be

introduced in the top path. Also, since both signals are half-unit delayed, the output

26



2φ2φ 1φ 1φ1φ

2φ1φ 2φ1φ

2φ2φ 1φ 1φ1φ

1φ2φ1φ2φ

ci
c.i12−zDifferential

Current Mirror

ai

ai

ci

−
ai

a.i1
1φ

2φ

1φ1φ 2φ 2φ2φ

1φ2φ 1φ2φ

1φ

2φ

1φ1φ 2φ 2φ2φ

2φ1φ2φ1φ

xi xiijk

di d.i1

tini

bini

boi

toi

2−zci+Tini=xi:1φ

)2−zci+tini(ijk

2−zdi

)2−zdi+bini(ijk

2−zdi+Bini=xi:2φ

2
−z

t
in
i

2
−z

b
in
i

ijk

Figure 3.5: Block diagram of two switched-current structurally all-pass sections with
shared coe�cients.

Figure 3.6: Representation of the all-pass transfer function with a cascade of shared
coe�cient SAPS.

signal would be delivered on phase two. To avoid this issue and balance both top

and bottom paths, another half-unit delay is introduced in every path, leading to

the �nal measurement system presented in Fig. 3.7. Since every path is delayed

equally, there is no change in the �nal measurement result from (3.28). Also, since

now the coe�cient sharing circuits are being used, the perfect matching between

top and bottom HT is now guaranteed and the linear term is canceled.

3.4 Simulation Results

To verify the performance of the proposed method we executed a behavioral sim-

ulation using MATLAB comparing four di�erent measurement systems. The �rst

system, referred here as System 1, uses the 'one Hilbert transformer' method de-

scribed in Fig. 3.1, where the all-pass transfer functions have lower order, therefore

it has less structurally all-pass sections (SAPS). For System 1 it was chosen the

transfer function presented by Petraglia [27]. The transfer function was used in the

last section to simulate the phase error, and they are de�ned by (3.18) and (3.19)

27



)n(u

)n(i )n(ipi

−

+

2/1 LPF

)n(bq

)n(tq

′Q
)n(′q

Figure 3.7: Final measurement system proposed in this work.

The second system, referred as System 2, also uses the same method from Sys-

tem 1, which is the 'one Hilbert transformer' method from Fig. 3.1, However, for

System 2, the all-pass transfer functions have a higher order, therefore it has more

SAPS. The Hilbert transformer implemented in this system used the transfer func-

tion presented by Hao [7] and also used in the last section, de�ned by (3.20) and

(3.21).

The third system, referred as System 3, uses the 'two Hilbert transformers'

method from Fig. 3.3, and the transfer function of its Hilbert transformers is the

same as System 1. However, since two transformers are required, the overall sys-

tem uses 6 SAPS. Also System 3 does not use the coe�cient sharing structure we

present in this Chapter, therefore both top and bottom Hilbert transformers are

implemented separately and each coe�cient are subject to di�erent mismatch.

The fourth system, referred as System 4, also uses the 'two Hilbert transformers'

method, but in this case the SAPS with coe�cient sharing are used, therefore guar-

anteeing same coe�cient variation for both top and bottom Hilbert transformers.

Thus, System 4 implements the method from Fig. 3.7. The transfer functions used

in System 4 are the ones from System 1, and since two version of the transformer

are used, the overall system has 6 SAPS. Table 3.2 summarizes the speci�cations of

each system.

Table 3.2: Summary of systems speci�cations.

Measurement Method Filter Order
SAPS with Shared

Coe�cients
System 1 One Hilbert transformer (Fig. 3.1) 3rd order -
System 2 One Hilbert transformer (Fig. 3.1) 6th order -
System 3 Two Hilbert transformers (Fig. 3.3) 2× 3rd order No
System 4 Two Hilbert transformers (Fig. 3.7) 2× 3rd order Yes

In order to test their performances against the non-ideal e�ects of analog sys-

tems, we need to specify a test input and observe the reactive power measured by

each system. These input signals were chosen based on a table of maximum dis-

tortion allowed from the Brazilian National Electrical Energy Agency (ANEEL) [3].
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For simplicity, the current values were set with same values as the voltage compo-

nents. The phase angle was determined in a random manner, since it is just for

exempli�cation. These values are presented in Table 3.3. The ideal reactive power

for each component were calculated and it is also presented on Table 3.3.

Table 3.3: Input Signal Characteristics.

Harmonic
Component

RMS Voltage
Vk (V)

RMS Current
Ik (A)

Phase Angle
ϕk (deg)

Ideal Reactive
Power Qk (var)

Fundamental 1 1 15 0.2588190
2nd 2.5 · 10−2 2.5 · 10−2 20 0.0002137
3rd 6.5 · 10−2 6.5 · 10−2 10 0.0007336
4th 1.5 · 10−2 1.5 · 10−2 12 0.0000467
5th 7.5 · 10−2 7.5 · 10−2 14.5 0.0014083
6th 1 · 10−2 1 · 10−2 17 0.0000292
7th 6.5 · 10−2 6.5 · 10−2 39 0.0026588
8th 1 · 10−2 1 · 10−2 53 0.0000798
9th 2 · 10−2 2 · 10−2 10 0.0000694
10th 1 · 10−2 1 · 10−2 5 0.0000087
11th 4.5 · 10−2 4.5 · 10−2 55 0.0016587
12th 1 · 10−2 1 · 10−2 70 0.0000939
13th 4 · 10−2 4 · 10−2 15 0.0004141
14th 1 · 10−2 1 · 10−2 22 0.0000374
15th 1 · 10−2 1 · 10−2 43.5 0.0000688
16th 1 · 10−2 1 · 10−2 10 0.0000173
17th 2.5 · 10−2 2.5 · 10−2 17 0.0001827
18th 1 · 10−2 1 · 10−2 9 0.0000156
19th 2 · 10−2 2 · 10−2 10 0.0000694

The �nal measurement result is the sum of all component's reactive power, re-

sulting in

QIdeal = 0.2666261 (3.30)

To verify the behavior of the proposed method against mismatch and parameters

variation, we performed a Monte Carlo simulation where a random Gaussian error

with standard deviation of 0.333% (3σ = 1%) was introduced in each all-pass section

coe�cient of the four systems. 1000 runs were performed. In each run, a reactive

power reading sample was made for each system, and all this data was organized on

the Histograms presented in Fig. 3.8. A better way to compare the measurement

accuracy is to obtain the relative error of each sample, de�ned by (3.31). Histograms

with the relative error are presented in Fig. 3.9.

Relative Error =
QMeasured −QIdeal

QIdeal

(3.31)

Some key aspects from the results have to be emphasized: comparing System 1

and System 2 histograms, one can see that even though its mean value is closer to
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Figure 3.8: Histogram of reactive power measurement for each system.

the ideal value, the standard deviation of the results from System 2 is much bigger

than System 1, which shows that increasing the order of the Hilbert transformer is

not an e�ective method to reduce measurement error using analog circuits.

When System 3 is compared with the previous ones, its results are slightly im-

proved, but not enough to justify doubling the order of the �lter. Since matching

between top and bottom transformers is not guaranteed, the error cancellation does

not occur on its full extent. On the other hand, when the matching between top

and bottom transformers is guaranteed, as done by the proposed method, the can-

cellation occurs independent of the coe�cient variation.

One way to observe the linear term cancellation on the measurement error of

System 4 is to notice that, from (3.29), we obtained a measurement result where Q ∝(
1− 1

2
ε2k
)
, which is always less than the e�ective reactive power value independent

of a positive or negative phase error. In System 4 histogram, most of the samples
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Figure 3.9: Histogram of measurement relative error for each system.

are under the ideal measurement value, which shows the quadratic dependence from

(3.29).

These simulations could show the robustness of the proposed method against

non-ideal e�ects during fabrication process. By sharing the current mirror that im-

plements the structural all-pass section coe�cient between top and bottom Hilbert

transformers, a perfect matching is guaranteed and therefore the phase error lin-

ear term dependency is eliminated, even though the coe�cient value varies due to

non-ideal e�ects during manufacturing. Not only the mean value is closer to the

ideal value when compared with the other systems, but also its standard deviation

is extremely smaller. Therefore, the proposed method is more precise and more

accurate.
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Chapter 4

System Level Design

The Reactive Power Measurement System (RPMS) presented on last chapter can be

used on a wide variety of applications, from utility meters to smart home appliances.

However, to become a �nal product for its consumers, it depends on many other

components. The goal of this chapter is to derive speci�cations for RPMS' building

blocks, such as current memory cells and coe�cient current mirrors, and also allow

communication with the other blocks within the product. As an example, an imple-

mentation of the RPMS as a part of a utility meter will be presented. However, the

design procedure presented here is suitable to any other application.

4.1 Utility Meter

The block diagram for the Utility Meter used as example is shown in Fig. 4.1.
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Figure 4.1: Block diagram of the Utility Meter.

The �rst step of the Utility Meter is to sense both current and voltage from

the power grid. The main techniques utilized to sense the voltage is the use of a

voltage divider with precision resistors. To sense the current, both Shunt resistor

and current transformer can be used. For this example, a Shunt resistor will be

consider to sense the current. More details on the sensing techniques can be found

in [43].

These two sensing techniques are widely used in utility meters. However, the

signal obtained from these sensors are voltage signals. Therefore, a signal condition-
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ing step is important to ensure proper compliance with the current requirements of

the RPMS. For this speci�c example, a signal conditioning phase would require at

least a Voltage-to-Current converter, and might include a current mirror to adjust

current levels to the limits of the RPMS.

Both current signals would be processed by the RPMS and would generate a

current signal proportional to the reactive power (q′(n)) at the output. To allow

reading of the signal, an analog-to-digital converter must transform the current

signal into a digital one. For this kind of application, sigma-delta converters are

widely used since it delivers the high-precision required by the technical standards

at a low-cost and reduced circuit complexity. Naturally, the sigma-delta used in this

example must work on current mode.

Finally, the digital signal is �ltered by a low-pass �lter, obtaining the DC com-

ponent of q′(n). Even though this �lter is a part of the RPMS, it was decided to put

it on digital domain, since a sigma-delta modulator also needs a low-pass �lter to

eliminate the noise shaped into high-frequency. Therefore, instead of implementing

two �lters, only one �lter is implemented that addresses both speci�cations.

The design of the RPMS will be based on this Utility Meter implementation.

However, in this thesis, the focus in only in designing the measurement system part.

Therefore, for the next chapters, both current and voltage signals will be assumed

to be already conditioned for the RPMS. Also, since the digital part is fundamental

to evaluate the �nal value of the reactive power, it will be simulated on MATLAB.

4.2 Technical Standards and Design Speci�cations

In order to be approved by regulatory agencies, the utility meter must meet technical

standards speci�cations. The most reliable standards widely used worldwide are

provided by the International Electrotechnical Comission (IEC), which has a speci�c

standard for utility meters, the IEC 62053-21:2003.

Since this work is design based on the Brazilian power grid, the rules of Brazilian

National Electrical Energy Agency (ANEEL) must be taken into account. These

rules are speci�ed under the document Procedures of Electrical Energy Distributions

in the National Electric System (PRODIST) [3].

Furthermore, to use design paramenters consistent with reality, the system design

procedure used here is based on technical speci�cations of a real utility meter used

by one energy distribution company from Brazil, the Companhia Paranaense de

Energia, also known as COPEL. From COPEL's utility meter manual [44], we obtain

a nominal frequency of 60 Hz, nominal voltage of 120V, and nominal current and

maximum current of 2.5 A and 10 A respectively.

Since the RPMS designed is this work is able to measure Budeanu's reactive
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power under presence of distortion, one important speci�cation is the number of

harmonics to be measured. The PRODIST - Module 8, Section 8.1, Paragraph 4.5 -

speci�es measurement under distortion to include harmonics at least under the 25th

order. Thus, the number of harmonics to measured are 25.

The �nal speci�cation is obtained through IEC 62053-21:2003, from where Ta-

ble 4.1 was extracted, which shows the percentage error limits for single phase me-

ters. A shunt resistor sensing utility meter is considered a direct connected meter.

Also, for simplicity, we chose to implement a Class 2 meter.

Table 4.1: Percentage error limits (for single-phase meters and polyphase meters
with balanced loads)

Value of current
Power Factor

Percentage error limits
for meters of class

for direct connected
meters

for transformer
operated meters

1 2

0, 05In ≤ I < 0, 1In 0, 02In ≤ I < 0, 05In 1 ±1, 5 ±2, 5
0, 1In ≤ I ≤ Imax 0, 05In ≤ I ≤ Imax 1 ±1, 0 ±2, 0

0, 1In ≤ I < 0, 2In 0, 05In ≤ I < 0, 1In
0,5 inductive ±1, 5 ±2, 5
0,8 capacitive ±1, 5 -

0, 2In ≤ I ≤ Imax 0, 1In ≤ I ≤ Imax
0,5 inductive ±1, 0 ±2, 0
0,8 capacitive ±1, 0 -

When specially requested by the user:
From 0,25 inductive ±3, 5 -

0, 2In ≤ I ≤ In 0, 1In ≤ I ≤ In 0,5 capacitive ±2, 5 -

Using the error limits on the table, the maximum dynamic range (DR) for the

utility meter can be obtained using the largest and smallest values of the direct

connected meters current range column. Considering In = 2.5 A and Imax = 10 A,

the highest dynamic range is obtained on the second line of the table, given by

DR =
10 A

0.1 · 2.5 A = 40 : 1 (4.1)

Also, in order to be below the ±2% requirement, a percentage error limit of ±1%

was speci�ed. A summary of system speci�cations is given on Table 4.2.

4.3 System Design

Before beginning the system design, is is important to remember that the focus of

this work is the RPMS design. Therefore, it is assumed that those speci�cations of

current and voltage will be conditioned to the correct current levels expected by the

measurement system. It is a natural process, since the technology used in this thesis

for integrated circuit design implementation works with current on the µA level.
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Table 4.2: Speci�cation summary for the utility meter.

Parameter Value
Meter Class 2
Meter Type Direct Connected
Nominal Frequency (Hz) 60
Nominal Voltage (V) 120
Nominal Current (A) 2.5
Maximum Current (A) 10
Number of Harmonics 25
Dynamic Range 40:1
Percentage Error Limit ±1%

Clarifying this issue, we begin designing the system by obtaining the transfer

functions for the Hilbert transformer. Then, transfer functions coe�cients will be

rounded in order to improve transistor matching. Following the Hilbert transformer

design, constraints for its basic building blocks, such as current memory cell and

di�erential current mirror, will be obtained. Finally, some strategies for hardware

saving are introduced.

One important tool to help realize this system is the error analysis performed

on Appendix C. On this analysis we obtained the e�ects of o�set and gain error of

building blocks into the �nal measurement. This result will help to evaluate some

design choices in this section.

4.3.1 Hilbert Transformer Design

The transformer bandwidth is easily obtained using the number of harmonics and

the nominal frequency. The highest and lowest frequencies on the bandwidth can

be expressed by

fl = 60 Hz (4.2)

fh = 25 · 60 = 1500 Hz (4.3)

Since the half-band �lter has an equiripple design [15], there is a symmetry

around the center of the bandwidth. Thus, the switching frequency is given by

fs = 3120 Hz (4.4)

The number of structurally all-pass section was a design choice, speci�ed by

NSAPS = 3 (4.5)
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which gives a overall �lter order of 7. The bandwidth, combined with the �lter

order, is enough to design the half-band �lter, and thereby the Hilbert transformer,

by using the procedure described in Chapter 2. Using the algorithm proposed in

[28], implemented in the Signal Processing Toolbox from MATLAB, we obtain the

above values for the transfer functions

A1(−z2) =
−z−2 + 0.215810

1− 0.215810z−2
× −z

−2 + 0.881558

1− 0.881558z−2
, (4.6)

A2(−z2) =
−z−2 + 0.595894

1− 0.595894z−2
. (4.7)

To simplify, we will express the transfer function by a vector with its coe�cients.

Thus, we have

ki1 =
[
0.215810 0.881558

]
(4.8)

and

ki2 =
[
0.595894

]
(4.9)

4.3.2 Coe�cient Rounding

The transfer function coe�cients will be implemented in our circuit by current mir-

rors. However, these coe�cients are irrational numbers and therefore, to improve

circuit matching, they must be rounded by a rational number [45]. This way, the

coe�cient is implemented by di�erent ratios of unitary transistors and less mismatch

errors can a�ect the circuit [46].

The chosen criterion when rounding the transfer function coe�cients was based

on �nding the ratio of integers which reduces the average phase error into the funda-

mental frequency. Since most of the power is located at the fundamental frequency

(around 90%), as reported by the ANEEL [3], by reducing the average error at this

frequency, we drastically reduce the average phase-error e�ect into the �nal measure-

ment result. Using MATLAB, we can develop a Remez-like algorithm to optimize

this error. The optimized rounded coe�cients are given by

k̃i1 =
[
1/5 8/9

]
(4.10)

and

k̃i2 =
[
3/5
]

(4.11)

Fig. 4.2 compares the �lter response with the ideal coe�cients and the rounded
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coe�cients. One can see that the error around 90 degrees at the middle of the

bandwidth is higher for the rounded coe�cients, but for the fundamental frequency,

the error is smaller.

0 500 1000 1500
−180

−135

−90

−45

0

Frequency (Hz)

P
h
as

e 
(d

eg
)

 

 

Irrational coefficients

Rounded coefficients

60 300 600 900 1200 1500
−95

−90

−85

Figure 4.2: Phase comparison between ideal and rounded coe�cients.

4.3.3 Building Blocks Constraints

With the design parameters obtained so far, two constraints can be obtained for the

current memory cell (CMC). The settling time is directly related to the sampling

phase. It is easy to see that the �nal sampled value must settle within the pulse

width of the sampling phase, which corresponds to half of the sampling period

Ts = 1/fs. However, as it will be showed in Chapter 6.4, the current multiplier

block operates with a di�erent switching scheme, where the sampling phase pulse

width corresponds to 1/8 of the sampling period. Therefore, the minimum pulse

width is given by

PWMIN =
1

8
· Ts (4.12)

A good practice is to design the memory cell to settle at 1/4 of the minimum

pulse width, thus the settling time can be expressed by

ST =
1

4
· 1

8
· Ts =

1

32fs
≈ 10µs (4.13)
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Using the dynamic range, together with the percentage error limit from Table

4.2, a lower-bound for the e�ective number of bits (ENOB) is given by [43]

ENOB ≥ log2

(
DR

0.01

)
= 11.965 (4.14)

For the other blocks, since they are all current mirrors, mismatch and process

parameters variation can a�ect the mirror ratio and introduce a gain error. However,

transistor mismatch can be controlled using Pelgrom's rules for its design [47] and

process parameters variation can be minimized with a careful layout [48].

The mismatch errors of the coe�cient gain block are already minimized due to

the system architecture of two Hilbert transformers presented on the last chapter.

As a good design practice, the coe�cient standard deviation was de�ned in 1% for

3σ. Thus, we have

σ(αCOEF) =
0.01

3
= 3.33 · 10−3 (4.15)

The phase-error e�ect on the measurement was derived in (3.29), which states

Q′ ≈
N∑
k=1

Qk

(
1− 1

2
ε2k

)
(4.16)

and it shows that its e�ect depends on the input signal. However, the relative error

of the measurement is given by

Erel =

∣∣∣∣Q′ −Qideal

Qideal

∣∣∣∣ (4.17)

where

Qideal =
N∑
k=1

Qk (4.18)

The relative error can be upper-bound by

Erel =

N∑
k=1

Qk
1
2
ε2k

N∑
k=1

Qk

≤
1
2

max(εk)
2
N∑
k=1

Qk

N∑
k=1

Qk

=
1

2
max(εk)

2 (4.19)

Thus, the maximum relative error is given by

ErelMAX =
1

2
max(εk)

2 (4.20)

To observe how coe�cient's gain error a�ects ErelMAX , a Monte Carlo analysis

with 10000 samples was performed using MATLAB. For each sample, the maxi-
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mum relative error was obtained using (4.20) and displayed into the histogram from

Fig. 4.3. The average obtained was ErelMAX = 0.1530% with a standard deviation

of σ(ErelMAX) = 0.0415%. From the histogram is important to see that the relative

error is lower than the percentage error limits of ±1%, making (4.15) a reasonable

constraint.
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Figure 4.3: Histogram with the maximum relative error of the system obtained with
10000 Monte Carlo simulations.

In Appendix C, it was derived that the gain error of the measurement result

is the sum of each di�erential current mirror and output copy gain errors. This

gain error is constant once the integrated circuit is fabricated, so it does not change

when the circuit is turned o� or with the input signal. Therefore, the gain error

of these blocks can be compensated with a simple multiplication by a constant, a

straightforward procedure to perform in digital domain.

To obtain the constant value, a simple calibration routine can be used [49], and

since these utility meters are mostly installed by professionals, a calibration routine

is expected from the energy distribution company. Therefore, a design constraint

for both di�erential current mirror and output copy is obtained using the same

principle, setting the standard deviation in 1% for 3σ. Thus, we have

σ(αOC) = σ(αDCM) =
0.01

3
= 3.33 · 10−3 (4.21)

4.4 Hardware Saving

Saving any hardware is extremely important to reduce area consumption, and by

extension, manufacturing costs. The main hardware saving is done with the multi-

plier. In the RPMS presented before, both multiplications occur at the same phase

(φ1). It means that, during the other phase, both multipliers are idle. Using the

same principle for the coe�cient sharing, the same multiplier can be use to perform
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both products, but each one on a di�erent phase. The resulting scheme is presented

in Fig. 4.4. Comparing with the previous one, from Fig. 3.5, not only it saves one

multiplier, but also three current memory cells.
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Figure 4.4: Reactive power measurement system with a shared multiplier.

The other hardware saving possibility is to take advantage of the delay chains

within the structurally all-pass section to implement the unit delay z−1 of the

quadrature transfer function (z−1A2(−z2)). Fig. 4.5a shows a cut from the struc-

turally all-pass section with shared coe�cients. Normally, the output copy is taken

from the highlighted place, copying the actual output current, io. However, if the

output is copied two CMCs after, as pictured in Fig. 4.5b, the output obtained is

the output current with a unit delay, ioz−1. With this simple change, the area of

four CMCs are saved, two for the top path, and two for the bottom path.
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Figure 4.5: A cut from the structurally all-pass �lter copying the output signal (a)
and copying a delayed version of the output signal (b).
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Chapter 5

Current Memory Cell Design

The current memory cell (CMC) is the main building block of any switched-current

(SI) circuit, thus it deserve a special attention on its design. For the last 25 years,

many improvements were developed for the �rst generation and second generation

basic memory cells, providing several options of memory cell designs with di�erent

pros and cons for each one. One of these techniques is the Zero-Voltage Switching

(ZVS), which allows high-performance at high sampling rates. In this chapter, the

ZVS principle of operation is discussed and also improvements are proposed. The

full design procedure for the memory cell is presented and validated through circuit

simulation.

5.1 Principle of Operation

To better understand the operation of the zero-voltage switching (ZVS) current

memory cell, a feedback analysis of the basic Second-Generation current memory

cell was performed by Sawigun [50], and we repeat this analysis here to explain the

need to enhance the loop gain.

5.1.1 Second-Generation current memory cell analysis

The circuit of the second-generation current memory cell (SG-CMC) is presented

in Fig. 5.1a. A small-signal model for the SG-CMC, considering channel length

modulation e�ect, is presented on Fig. 5.1b, where Ro isM1's output resistance, Gm

is M1's transconductance and CH is its gate-source capacitance.

The circuit operation is divided in two phases: the sampling phase (φ1) and the

holding phase (φ2). During the sampling phase, switches S1 and S2 are closed and

switch S3 is open, leading to the con�guration on Fig. 5.2a.

As shown in [50], this system can be represented by the block diagram of

Fig. 5.2b. Zeq is the equivalent impedance from the parallel association of the hold
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Figure 5.1: Second-generation current memory cell circuit (a) and small-signal model
(b).
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Figure 5.2: Second-generation current memory cell during sampling phase (φ1).
Small-signal model (a) and block diagram representation (b).

capacitor CH and the drain-source resistance Ro, given by

Zeq =
Ro

sCHRo + 1
(5.1)

The voltage VH stored into the hold capacitor is de�ned by the error current ierr.

VH = Zeqierr = Zeq(iin − ifb) = Zeq(iin −GmVH) (5.2)

VH =
Zeqiin

1 +GmZeq
(5.3)

However, it is easy to see that the loop gain of the feedback system is given by

LG = GmZeq =
GmRo

sCHRo + 1
(5.4)

thus (5.4) can be rewritten as

VH =
Zeqiin

1 + LG
(5.5)

During the holding phase, switch S3 is now closed and switches S1 and S2 are

open, breaking the feedback loop and leading to the con�guration in Fig. 5.3. The

transconductor input is a high-impedance node, thus VH remains unchanged during

42



the holding phase (ignoring charge injection e�ects). The output current io is then

given by

io = GmVH +
Vo
Ro

(5.6)

io = iin
LG

1 + LG
+
Vo
Ro

(5.7)

Notice from (5.7) that the output current tends to the input current when the

loop gain (LG) tends to in�nity and the output voltage (Vo) tends to zero. However,

from (5.4), one can see that the loop gain is equal to transistor's intrinsic gain,

which is decreasing with new technologies and smaller transistor sizes, leading to

an current error transfer. Therefore, enhancing the loop gain would ensure higher

transfer accuracy, which is highly desirable on a measurement application.

oiHV oV

Figure 5.3: Small-signal model of a second-generation current memory cell during
holding phase (φ2).

5.1.2 Loop Gain Enhancement

From (5.4), one can see that LG ∝ GmRo. Therefore to enhance the loop gain,

the transconductance and/or the output resistance should be increased, and two

di�erent approaches can be used for this purpose.

The �rst approach consists in increasing the output resistance Ro by using cas-

coded transistors. This method was widely used in the literature [51] due to its

simplicity and a further reduction of transfer error since it attenuates the e�ects of

the output voltage in (5.7). However, cascoding transistors is not always possible in

low-voltage applications. Moreover, increasing the output resistance does not a�ect

the charge injection directly, thus many implementations dealed with the charge

injection issues separately, from which we can highlight the dummy replica [18], S2I

[19] and common-mode feedforward structures [20]. A great summary with many

charge injection reduction techniques was presented by Jonsson in his Ph.D. thesis

[52].

The second approach to enhance loop gain is to increase the transconductanceGm

by cascading transconductance stages. The basic implementation is shown in Fig.5.4.

In this case, a voltage ampli�er with gain A is introduced before the transconductor,
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leading to an e�ective transconductance of AGm. However, the ampli�er implemen-

tation increases the order of the system, which might require compensation to avoid

instability. Also, it does not suppress the e�ects of the output voltage into the cur-

rent transfer. On the other hand, it is suitable for low-voltage applications and it

also supress charge injection e�ects, as we will show on next section.

ini oi
A

Figure 5.4: Lopp-gain enhancement by introducing a voltage ampli�er.

5.1.3 Zero-Voltage Switching

To solve stability issues and improve circuit operation, a new enhancement technique

was introduced by Nairn [21]. Instead of using the hold capacitor grounded before

the �rst stage, his technique placed the capacitor across the �rst ampli�er. Also, to

keep it stable, the phase inversion performed by the second stage was transferred to

the �rst stage, leading to the con�guration in Fig. 5.5. With this technique, a pole

splitting is performed, increasing phase margin and stability. However, the great

advantage of Nairn's technique is related to charge injection.

ini oi
A

H
′V

Figure 5.5: Circuit representation of a Zero-Voltage switching current memory cell.

The switch S2, which injects charge into the hold capacitor, is operated at the

voltage VH , derived in (5.3), which can be simpli�ed to

VH =
iin
Gm

(
1

1 + 1
LG

)
(5.8)

After applying Nairn's technique to the memory cell, the new value of the hold

voltage, V ′H , is given

V ′H =
iin
AGm

(
1

1 + 1
LG

)
(5.9)

It can be seen that the voltage swing of V ′H is reduced by a factor A, where A

is a large number. Therefore, V ′H can be considered a virtual ground. Since the
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switch S2 is operated at this virtual ground, the charge injection becomes signal

independent, and therefore, constant. This constant charge injection becomes a

voltage o�set into the hold capacitor, which can be eliminated from the circuit with

a di�erential structure [53]. However, since some applications are not sensitive to

o�set, the di�erential structure is not always needed.

This advantage gives the Zero-Voltage switching (ZVS) memory cell a high-

linearity operation at high-sampling rates. Due to this property, his CMC was used

throughout this work, along with some operation improvements.

5.1.4 Nairn's Current Memory Cell

The circuit implementation of Nairn's current memory cell, also referred as zero-

voltage switching current memory cell (ZVS-CMC), is presented in Fig. 5.6a [21].

The ampli�er is implemented with the classic folded cascode OTA, which we will

discuss in Section 5.2.5. The transconductance stage, used in the SG-CMC as a

single transistor, was replaced by a simple di�erential pair. This way, the virtual

ground can be set at a speci�c voltage VB, chosen by the designer.
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v1φ
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Figure 5.6: Circuit implementation of Nairn's current memory cell (a) and its switch-
ing sequence (b).

One important issue to address are the control phases. Second generation

switched-current circuits have two kinds of switches. Current switches, which are

responsible to allow and to stop current �ux, requires overlapping control phases to

ensure that the switching node is not �oating at any given time. Voltage switches,

which determine the connection to a capacitive node, require non-overlapping con-

trol phases so that the stored voltages are not loss [54]. Throughout this work,

current switches are controlled by phases with subscript i and voltage switches are

controlled by phases with subscript v. The switching scheme for the ZVS-CMC is

shown in Fig. 5.6b. A detailed study of the switching phases is presented in [55].
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5.2 Design Improvements

Although the ZVS-CMC represents a great improvement over the basic SG-CMC,

it also has some performance issues, such as non-linearity errors and high-power

consumption. Over the next section, performance improvements for Nairn's original

memory cell are presented.

5.2.1 Dealing with Output Voltage

As seen before, the small signal error associated with the output resistance is given

by

εss =
Vo
Ro

(5.10)

On a �rst look, this error seems independent of the input signal. However, it

depends on the voltage of the node driven by the memory cell. This voltage can be

dependent on the current signal, introducing non-linearity errors.

Notice that, if Vo is somehow kept constant, εo only introduces an o�set into the

output. This o�set would sum with charge injection o�set, and could even attenuate

it depending on charge injection characteristics.

Analyzing the system to be implemented in this work, discussed in Chapter 4,

one can see that, in most of the cases, the CMCs load their output on another CMC

input. When the prior CMC is on holding phase, loading on the next CMC, the

latter one is working on sampling phase, with a virtual ground on its input. It means

that, when a CMC drives another CMC, the output voltage Vo is a virtual ground,

eliminating the associated error.

The only other block which is driven by CMCs in our system are the coe�cient

current mirrors. To guarantee this e�ect in this situation as well, a virtual ground

(at VB) was introduced at the coe�cient current mirror's input, as it will be showed

in Section 6.2. This way, εo is controlled and it does not interfere into memory cell's

precision.

However, the virtual ground at the output only cancels the small-signal error

into the current. As we know, a virtual ground for small-signal means a constant

voltage at the referred node, and for Nairn`s cell, this voltage has value VB.

Using Fig. 5.6a as reference, let node A have the voltage VA. During sampling

phase (φ1), the output resistance of the di�erential pair drains a current of value

VA(φ1)/Ro, and the e�ective input current that goes into the loop is set to

ieff = iin −
VA(φ1)

Ro

(5.11)
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and this e�ective current is stored into the hold capacitor. During φ2, the output

current for a large loop gain is given by

io = ieff +
VA(φ2)

Ro

= iin +
VA(φ2)− VA(φ1)

Ro

(5.12)

which has a large signal error associated given by

εls =
VA(φ2)− VA(φ1)

Ro

(5.13)

Therefore, not only the output node should have a virtual ground, but also the

virtual ground voltage should be the same for both phases.

5.2.2 Output Switch Voltage Drop Compensation

To keep the voltage at di�erential pair constant for both phases, the output switch

voltage drop should be taken into account. Consider two cascade CMCs during two

moments. In Fig. 5.7a the CMC on the left is at the sampling phase and at the

holding phase at Fig. 5.7b.
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Figure 5.7: Cascade of two current memory cells, with the left one operating on
sampling phase (a) and holding phase (b).
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During the sampling phase, the voltage at the input node A is kept at the virtual

ground, thus

VA(φ1) = VB. (5.14)

However, during holding phase (φ2), the voltage at node C is kept at the same

virtual ground, and since there is current �owing through switch S3, its on-resistance

introduces a voltage drop, changing node A potential to

VA(φ2) = VB − iinRON3 . (5.15)

Applying (5.15) to (5.13), it leads to

εls = −iinRON3

Ro

(5.16)

which is signal-dependent and can generate errors. To avoid it, a dummy switch was

used in both [54] and [56]. The dummy switch is positioned as shown in Fig. 5.8a

and changes the voltage at node A during its sampling phase as well, as pictured

in Fig. 5.8b. The dummy switch introduces a resistor between ampli�er's negative

input and CMC's output node, and forces all the current to �ow through it by

changing the location of switch S1. Therefore, during φ1 we obtain

VA(φ1) = VB − iinRON3d
(5.17)

and by making switch S3d equal to S3, the large signal error εls = 0.
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Figure 5.8: Current memory cell with dummy switch S3d (a) and current path during
sampling phase (b).
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5.2.3 Non-linearity Errors

From section 5.1.3, we deducted that, due to a virtual ground operation of switch S2,

the charge injection into the hold capacitor CH is constant. This constant charge

injection becomes a constant voltage increment into the capacitor stored voltage.

Recalling (5.6), the output current after charge injection is given by

io = Gm

(
VH +

Qci

CH

)
≈ iin + ierr (5.18)

where

ierr = Gm
Qci

CH
(5.19)

and Qci is the charge injected into CH . Thus, if Gm is linear, the current error

introduced by the charge injection would be an o�set. However, on Nairn's CMC,

the transconductance Gm is implemented by a simple di�erential pair (SDP), which

is highly non-linear and signal-dependent. Consequently, non-linearity errors are

observed into the output current.

As widely known, a simple di�erential pair has a non-linear relationship be-

tween input voltage and output current and its transconductance curve varies as a

function of its input voltage value [48, p. 108]. However, due to the feedback loop

explained in the last section, this input voltage is set according to the CMC input

current. Therefore, the transconductance is signal-dependent, making the current

error signal-dependent as well.

For the SDP, the transconductance curve with respect to the CMC input current

iin was derived in Appendix B.2 and its given by

GmSDP(iin) =
√
β1IB

2

√
1−

(
iin
IB

)2
√

1 + iin
IB

+
√

1− iin
IB

(5.20)

where IB is the bias current. It is convenient to de�ne the modulation index, mi,

as the ratio between the input current iin and the bias current IB, i.e. mi = iin/IB.

Applying it to (5.20) we obtain

GmSDP(mi) =
√
β1IB

2
√

1−m2
i√

1 +mi +
√

1−mi

(5.21)

which is plotted in Fig. 5.10. One can notice that, around the middle of the curve,

where mi = 0, the transconductance is approximately linear. However, as the

modulation index goes far from 0, it starts to become highly non-linear.

Within a certain range of the modulation index, Gm can be broken into an

constant average value GmDP and a ripple ∆Gm(mi), which can be applied to (5.19)
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leading to

ierr =
GmDP ·Qci

CH
+

∆Gm(mi) ·Qci

CH
(5.22)

which can be upper-bounded by

ierr ≤ ioff ± inlMAX (5.23)

where

ioff =
GmDP ·Qci

CH
(5.24)

inlMAX =
∆GmMAX ·Qci

CH
(5.25)

∆GmMAX = max{|∆Gm(mi)|} (5.26)

In (5.23), the average transconductance term represents an o�set error and

the ripple term corresponds to non-linearity errors. Since the maximum ripple is

smaller than the average transconductance, it can be written in terms of the average

transconductance. By making

δn =
∆GmMAX

GmDP

(5.27)

equation (5.25) can be rewritten as

inlMAX =
δnGmDP ·Qci

CH
(5.28)

Therefore, to increase the CMC precision, the transconductance ripple percent-

age δn must be reduced. A simple solution to reduce it is to increase the bias current

IB, limiting the modulation index to a shorter range and thus using a more linear

region of the transconductance curve of the simple di�erential pair. However, this

implies an increase in power consumption of the memory cell, reducing its power

e�ciency. A better solution is to use the high-linearity di�erential pair (HLDP) of

Fig. 5.9, introduced by Krummenacher [57], which presents much less transconduc-

tance variation for the same input current range.

Since the derivation of HLDP's transconductance with respect to the modulation

index is far more complex, we simulated both SDP and HLDP using SPICE and

obtained their transconductance curves to be normalized and compared. Fig. 5.10

compares both structures using their normalized transconductance with respect to

the modulation index.

In previous works, mi was often limited between 0.7 and 0.8 [21, 53, 54]. For mi
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Figure 5.10: Normalized transconductance vs modulation index.

equal to 0.8, the SDP ripple (δn) is around 17% whereas the HLDP δn is less than

4%, which represents approximately four times less non-linearity error.

5.2.4 Stability

Since the ZVS-CMC has more than two poles, it is important to analyze its stability.

The current memory cell circuit with the parasitic components is shown in Fig. 5.11.
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Figure 5.11: Small-signal model of a zero-voltage switching current memory cell
with parasitic components.
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The transfer function of the system is given by

Is
Iin

(s) ≈ GmDPGmA

(
1− sCH

GmA

)
s3RONCHCoDP(CgDP+CgA)+s2CH(CoDP+CgDP+CgA)+sCH(GmA−GmDP)+GmDPGmA

(5.29)

where GmA is the ampli�er transconductance, GmDP is the di�erential pair transcon-

ductance, RoA is ampli�er's output resistance, RoDP is the di�erential pair output

resistance, RON is switch S2 on-resistance, CH is the hold capacitor and CgA, CgDP
and CoDP are parasitic capacitances. Since RON is small, (5.29) can be simpli�ed to

Is
Iin

(s) ≈
GmDPGmA

(
1− sCH

GmA

)
s2CH(CoDP + CgDP + CgA) + sCH(GmA −GmDP) +GmDPGmA

(5.30)

Poles and zeros of (5.30) can be approximated to be

ωp1 ∼= −
GmDPGmA

CH(GmA −GmDP)
, (5.31)

ωp2 ∼= −
GmA −GmDP

CoDP + CgDP + CgA
, (5.32)

ωz =
GmA

CH
(5.33)

One can see that, in order to be stable, the ampli�er transconductance GmA

must be greater than the di�erential pair transconductance GmDP , otherwise ωp1 is

brought to the right half plane. Also, there is a right hand zero, which can bring the

system to instability, depending on the other poles. However, the hold capacitor is

responsible for a pole splitting compensation, and it might be enough to keep the

system stable [50].

5.2.5 Ampli�er and Speed

As said before, the condition for stability is an ampli�er transconductance GmA

greater than the di�erential pair transconductance GmDP . Since for MOS tran-

sistors gm ∝ √Ib, the ampli�er will be responsible for a high amount of power

consumption. To improve the design, instead of using the classical Folded Cascode

topology as an high-gain one stage ampli�er, as used by Nairn [21] and showed

in Fig. 5.12a, we decided to utilize the Recycling Folded Cascode (RFC) topology,

which achieves higher transconductance with half of the classical Folded Cascode

power consumption [58]. The RFC circuit is presented in Fig. 5.12b.

According to Assaad [58], the main ine�ciency of the classical folded cascode,
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Figure 5.12: Voltage ampli�ers topology, Folded Cascode (a) and Recycling Folded
Cascode (b).

pictured in Fig. 5.12a, is that the transistors that conduct the most current (M2a]

and M2b), are limited to only provide the folding node for the small signal current.

To address this ine�ciency, the RFC pictured in Fig. 5.12b uses this node also for

driving the load, by having a mirror ratio of 1:3.

Considering the stability criteria, not only the RFC has a higher GmA when

compared to the folded cascode with similar power specs, but also the HLDP has

a smaller GmDP when compared with a SDP with similar speci�cations, due to

its source degeneration. In one hand, stability is easily achieved with the HLDP,

allowing a further reduction of the ampli�er power's consumption. On the other

hand, the di�erential pair transconductance reduction also implies a speed decrease,

since the unit gain frequency tends to

ωu ∼=
GmDP

CH
(5.34)

Due to speed reduction, the proposed memory cell is more suitable for lower

speed, high precision applications, such as audio sigma-delta modulators and mea-

surement systems.

5.2.6 Proposed Memory Cell

The proposed current memory cell in this work is presented in Fig. 5.13, where the

ampli�er is implemented by the recycling folded cascode (RFC) circuit on Fig. 5.12b.

Since the RFC input transistors are PMOS, to allow a source-bulk connection and

reduce ampli�er o�set [48, p. 23], we also implemented the high-linearity di�erential

pair (HLDP) using PMOS transistors, giving similar common-mode input voltage

range for both structures, allowing a better operation.

The current sources in the circuit were implemented using a wide-swing cascode

current mirror architecture. Although these current sources come from a separated
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Figure 5.13: Proposed current memory cell, with a high-linearity di�erential pair
implemented with PMOS transistors.

biasing block, we place them in Fig. 5.13 in order to observe the voltage limits for

circuit operation. More details on the current sources are given in Section 6.1.

5.3 Circuit Design

The current memory cell implemented in this work will be designed for a CMOS

0.35 µm process, whose process parameters were extracted and displayed in Ap-

pendix AP. In this process an asymmetric biasing will be used, with the lowest

voltage at ground and VDD = 3.3 V. In this section it is presented the design details

for the CMC pictured in Fig. 5.13.

5.3.1 Selecting Virtual Ground Voltage

Some key aspects must be taken into account when selecting the virtual ground

voltage VB:

• VB is the voltage level on which the switch operates. It is interesting to set

this voltage closer to ground, to use only a NMOS switch, or closer to VDD, to

use only PMOS switch, avoiding the usage of complementary switches.

• The virtual ground voltage works as the common-mode voltage of the ampli�er.

Therefore, it should be a value within ampli�er's input common-mode voltage

range.
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• The high-linearity di�erential pair also operates using VB in one of its ter-

minals. Therefore, for the whole input current range of the CMC, VB must

guarantee correct operation of HLDP.

To �nd the boundaries for the biasing voltage, we need to observe the operation

limits of node VX on Fig. 5.13. This voltage will be set during the sampling phase

(φ1), when the feedback loop is closed. To ensure MA2 working in saturation region

for every input current, we have

VX ≤ VDD − 2|∆VGScs | − |∆VGSA2
| − |VtpA2

| (5.35)

where ∆VGS = VGS − Vt. For transistor MA2, there is no lower boundary for VX .

However, since the node VX is connected to the ampli�er's output, its voltage should

not lead to ampli�er's saturation. Therefore, the ampli�er output current mirrors

should be kept in saturation region, and VX lower boundary can be expressed by

VX ≥ ∆VGS4 + ∆VGS5 (5.36)

Considering a maximum ∆VGS of ±250mV , and applying the threshold voltage

on Appendix A with body e�ect, with a VDD of 3.3 V, we obtain

0.5 ≤ VX ≤ 1.75 (5.37)

As said before, the voltage in node VX is set according to the input and the

di�erential pair transconductance. We have that

VX − VB ≈ −
iin

GmDP

(5.38)

where GmDP is the average di�erential pair transconductance, as mentioned in Sec-

tion 5.2.3. The negative sign is due to ampli�er's phase inversion. As it can be

seen, VX ≈ VB when iin = 0. Since the input current has symmetric limits, i.e

iinMAX = −iinMIN, VB should be selected right in the middle of VX boundaries, to

ensure a wider operation of the input current. Hence it was selected

VB = 1.1V (5.39)

5.3.2 Choice of Input Current

The input current is direct responsible for CMC's precision. From Section 5.2.3

we derived the maximum non-linearity current error inlMAX in (5.28). The ratio

between inlMAX and maximum input current iinMAX de�nes the e�ective number of

bits (ENOB) of the current memory cell, which is given by
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1

2ENOB
=
inlMAX
iinMAX

(5.40)

ENOB = log2

(
iinMAXCH

δnGmDP ·Qci

)
(5.41)

A high precision memory cell also requires a long settling time. If not enough

time is given for the memory cell to track the input and settle to the last value,

settling errors shall be observed into the output [52]. The settling error must be

smaller than the desired number of bit levels of the CMC. In other words, settling

time (ST) and ENOB are related by the following

e−
ST

τ =
1

2ENOB
(5.42)

where τ is the time constant. It can be roughly estimated by the unit-gain frequency,

where τ ≈ 1/ωu, thus (5.42) can be expressed by

ωu · ST = ENOB ln(2) (5.43)

GmDP

CH
=

ENOB ln(2)

ST
(5.44)

Applying (5.44) to (5.41) leads to

ENOB = log2

(
iinMAX · ST

δn · ENOB ln(2) ·Qci

)
(5.45)

which after isolating ENOB becomes

ENOB + log2(ENOB) = log2

(
iinMAX · ST

δn · ln(2) ·Qci

)
(5.46)

On the right hand side of (5.46), the settling time ST is a design constrain

from the system design, and was speci�ed in (4.13); the transconductance ripple

percentage δn is around 4% when a high-linearity di�erential pair is used; the charge

injection Qci is determined by the process since minimum size switches are used, thus

ENOB is a function of the maximum input current since the other terms are �xed.

The charge injected Qci due to channel charge and clock feedthrough, for its

worst case, is approximately [48, p. 418-420]

Qci ≈ WLCox(VDD − VB − Vtn) + VDDWCov (5.47)

where W and L are the switch dimmensions, Cox is the oxide capacitance per unit

area, VB is the virtual ground voltage and Cov is overlap capacitance. Applying
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process parameters on Appendix A, we have obtained for a NMOS switch with

minimum size the charge

Qci ≈ 1.23 · 10−15C . (5.48)

With charge injection values, ENOB can be plotted with respect to the maximum

input current, as showed in Fig. 5.14. One can see that, to achieve 16 bits of

resolution, the maximum input current must be greater than 3.569 µA. In order to

have relaxed speci�cations for other blocks, it was selected

iinMAX = 10µA. (5.49)
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Figure 5.14: E�ective number of bits (ENOB) vs maximum input current.

5.3.3 High-Linearity Di�erential Pair Design

The high-linearity di�erential pair (HLDP) is composed by transistors MA1, MA2,

MB1 and MB2 in Fig. 5.13. The transistor sizing of the HLDP will be done using

circuit simulation with high accuracy transistor models instead of analytic equations.

However, some basic constraints must be met for a proper operation of the circuit.

On its original work, Krummenacher [57] performs a deep study of the HLDP,

where he concluded that, for high linearity, the best value for ratio βA/βB is around

7. The transconductance with iin = 0 is given by

Gm|iin=0 =
gmA

1 + βA
4βB

(5.50)
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which is close to the average transconductance GmDP.

Applying VB and iinMAX de�nitions on (5.37) and (5.38), the lower bound for the

average transconductance GmDP can be expressed as

GmDP ≥ 16.7µA/V (5.51)

and to guarantee that condition is satis�ed under manufacturing imperfections, the

average transconductance was speci�ed around 20µA/V .

The modulation indexmi, de�ned in section 5.2.3, will be limited in 80%. There-

fore, the bias current is de�ned by

IB =
iinMAX
miMAX

= 12.5µA (5.52)

Using Cadence Analog Design Environment, a DC sweep simulation was per-

formed varying the ratio R = βA/βB from 5.5 to 8, with di�erent transistor sizes.

The average transconductance must meet the speci�ed value closely and the best �t

would presented the smallest ripple. After many con�gurations, the best values for

transistors MA1, MA2, MB1 and MB2 were obtained and they are presented on Ta-

ble 5.1. The optimum ratio R = 6, which was implemented using parallel transistor

to improve matching.

Table 5.1: High-linearity di�erential pair transistor's dimensions.

Transistor Width (µm) Length (µm)
MA1,MA2 28.8 (6 · 4.8) 2.4
MB1,MB2 4.8 2.4

5.3.4 Ampli�er Design

The ampli�er used in our current memory cell is the Recycled Folded Cascode,

mentioned in Section 5.2.5. For clarity, its circuit is repeated in Fig. 5.15. All the

equations used to design the ampli�er were derived by Assaad in [58]. Transistors

with same subscript number have the same ratio.

The �rst ampli�er constrain was set when selecting the virtual ground voltage

VB, which is the output voltage swing. The lower limit for the output swing was

speci�ed in (5.36). To have a symmetric output swing, the upper limit is set as

Vo ≤ VDD − 0.5 = 2.8 (5.53)

The ampli�er small signal transconductance is given by

GmA = 4gm1 (5.54)
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Figure 5.15: Recycling Folded Cascode ampli�er with current paths on small-signal
operation.

which has to be greater then the di�erential pair transconductance GmDP to guar-

antee stability. To ensure this condition, we specify GmA to be at least �ve times

greater then GmDP. With this speci�cation, a lower-bound can be found for M1

aspect ratio.

4gm1 ≥ 5GmDP (5.55)(
W

L

)
M1

≥ 25Gm2
DP
αp

8KppIB
(5.56)

Applying the parameters into (5.56), it leads to(
W

L

)
M1

≥ 2.0468 (5.57)

To improve matching between input transistorsM1a, M1b, M1c andM1d and also

facilitate the layout design, we selected (W/L)M1 = 3.

Transistors M6 - M7 compose a wide-swing cascode current mirror. To satisfy

saturation region conditions of operation, there is a minimum ratio W/L which

depends on current swing and transistor parameters. Since this current mirror

will appear more times throughout this work, the minimum ratio was derived in

Appendix B.1 for further reference.

On small-signal operation, where V+ ≈ V−, the current �owing through M6 and

M7 is IB/2, as pictured in 5.15. The maximum output swing of the ampli�er sets the

condition to operate in the saturation region. Applying these constraints in (B.23),
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together with PMOS parameters from Appendix A, we obtain the minimum ratio

equal to (
W

L

)
M6

≥ 2.385 (5.58)

To allow a wider range of voltage values for Vbp, we chose (W/L)M6 = 5. Since

the output impedance is directly related to voltage gain, transistor length should be

larger than minimum size. Therefore, we have

M6a = M6b =
5µm

1µm
(5.59)

To achieve reasonable matching between M6 and M7, they have the same width,

but since M7 presents more parasitics, its lenght should be minimum, as recom-

mended by the authors of the RFC [58]. Thus, we have

M7a = M7b =
5µm

0.35µm
(5.60)

Using (B.17), the biasing voltage range can be expressed by

1.62 < Vbp < 1.75 (5.61)

and from that we chose Vbp = 1.68.

A similar procedure done for M6 and M7 can be used to �nd M2-M5. Tran-

sistors M3 and M4 are responsible for the current copy with a 1:3 ratio, therefore

(W/L)M4 = 3(W/L)M3 . Transistors M2 and M5 are responsible for �xing the drain

potential and reduce channel length modulation e�ect. In equilibrium, the current

�owing through M5 is twice as large as M2, thus (W/L)M5 = 2(W/L)M2 .

On small-signal operation, the current �owing through M2 and M3 is IB/4.

Applying the current and minimum output swing to (B.23), together with NMOS

parameters from Appendix A, the minimum ratio obtained for M3 is(
W

L

)
M3

≥ 0.4698 (5.62)

and to allow a wider range of voltage values for Vbn, we chose (W/L)M3 = 2. By

extension, (W/L)M4 = 6. Transistor M4 will be implemented using 3 equal parallel

devices to obtain a better matching withM3. It means that L4 = L3 andW4 = 3W3.

To have a higher output impedance for the ampli�er, we chose

M3a = M3b =
2µm

1µm
(5.63)

Similarly to M7, M2 and M5 have minimum length to introduce less parasitics.
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We then selected

M2a = M2b =
2µm

0.35µm
(5.64)

Using (B.17), the biasing voltage range can be expressed by

1.03 < Vbn < 1.18 (5.65)

and from that we chose Vbn = 1.13.

A summary of devices sizes is shown in Table 5.2.

Table 5.2: Recycling folded cascode transistor's dimensions.

Transistor Width (µm) Length (µm)
M1a,M1b,M1c,M1d 3 1
M2a,M2b 2 0.35
M3a,M3b 2 1
M4a,M4b 4 0.35
M5a,M5b 6 1
M6a,M6b 5 1
M7a,M7b 5 0.35

5.3.5 Choice of Hold Capacitor

The hold capacitor plays a crucial role in many performance related parameters. As

showed in section 5.3.2, it de�nes the settling time and also non-linearity errors. A

large capacitor gives a high precision but increases settling time, as opposed to a

small capacitor which increases memory cell speed but reduces its precision.

However, another important issue when choosing the capacitor is its area. As

well known, capacitance is proportional to area, which for a integrated circuit man-

ufacturer leads to a higher manufacturing costs. Therefore, it is mandatory to use

a capacitor as small as possible.

The main idea of selecting a higher maximum input current than the required is

to allow the usage of a smaller capacitor and still achieve high precision. Remem-

bering equation (4.14), where CMC's ENOB lower bound was found to be 11.965

bits. Applying to (5.41), the minimum hold capacitor is given by

CH ≥
211.965 ·Qci ·GmDP · δn

iinMAX
= 0.490pF (5.66)

which is a fairly small capacitor. However, to achieve 16 bits, the hold capacitor

should have a capacitance of approximately 8pF . Although it seems small, on a

circuit like the one implemented in this work, with more than 50 memory cells, it

61



would result on a 400pF capacitance area, making it very expensive. Therefore, an

ENOB 13 bits was adopted, selecting

CH = 1.2pF (5.67)

With this choice of capacitor, the unit-frequency, which de�nes CMC's speed, is

given by

ωu ≈
GmDP

CH
= 16.667 Mrad/s = 2.652 MHz (5.68)

5.3.6 Switches

As said before, this circuit will work with two kinds of switches, current switches

(S1, S3 and S3d) and voltage switches (S2). Since the voltage switch is responsible

for charge injection into the hold capacitor, it will be used a minimum size NMOS

transistor to implement it, since VB is closer to GND than VDD. Therefore, we have

S2 =
0.4µm

0.35µm
(5.69)

The current switches are responsible to open or close the current path. Its

dimension in�uences on switch`s on-resistance, which could change the potential

at the current memory cell output node. However, since we introduced a dummy

switch this e�ect is not observed in the proposed memory cell. Therefore, current

switch sizes does not have to be too large in our design.

We performed a DC sweep to �nd a switch with an on-resistance of 1kΩ, to

minimize its e�ects. This resistance would lead to a maximum drain-source potential

of 10mV when maximum input current is applied. The value obtained for the current

switches is given by

S1 = S3 = S3d =
2µm

0.35µm
(5.70)

5.4 Circuit Simulation Results

In this section, the results obtained for the proposed cell through computer-aided cir-

cuit simulation are presented. These simulations were performed using the software

Cadence Spectre, which uses BSIM3v3 MOSFET model for simulate the transis-

tors. All Monte Carlo analysis were performed considering the statistical variation

provided by the CMOS 0.35µm process manufacturer.
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5.4.1 Recycling Folded Cascode

To evaluate the recycling folded cascode (RFC) ampli�er, we �rst performed an

AC sweep using the hold capacitor (CH = 1.2pF ) on the setup from Fig. 5.16. The

results of magnitude and phase obtained are shown in Fig. 5.17. The gain-bandwidth

product (GBW) is 14.73 MHz, and the phase margin obtain was 83.93◦. The DC

gain obtained of 75.08 dB represents a 5675.4 V/V gain, which is the amount of

loop-gain enhancement provided by the RFC.

HC
inV
−
+

Figure 5.16: AC Sweep simulation setup.
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Figure 5.17: Magnitude (a) and Phase (b) plots for the recycling folded cascode.

In order to evaluate the e�ects of process variation and mismatch in the ampli�er

parameters, a Monte Carlo simulation was performed with 500 samples. In Fig. 5.18

the results for the magnitude and phase are shown for both mismatch and process

parameters variation together. Fig. 5.19 displays the histogram for DC gain, phase

margin and gain-bandwidth. The results are very satisfactory, since a DC gain of

at least 1000 (60dB) can be guaranteed for 99.7% of the samples (3σ). Also both

phase margin and gain-bandwidth shows small variation.
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Figure 5.18: Magnitude (a) and Phase (b) plots for all Monte Carlo simulations of
the recycling folded cascode.
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Figure 5.19: Histogram of Monte Carlo simulation resultant data for DC Gain (a),
Gain Bandwidth (b) and Phase Margin (c).

Since the ampli�er's transconductance is essential to stability, a DC sweep

analysis was performed to evaluate its curve. Using the setup on Fig. 5.20 and

Vcm = VB = 1.1V , the output current io obtained with di�erential voltage vd varia-

tion is presented on Fig. 5.21a. The �rst derivative of this curve - i.e the ampli�er`s

transconductance - is shown in Fig. 5.21b. Since the RFC will be used to set a

virtual ground at switching node, the di�erential voltage will have a small variation

throughout memory cell's operation. The transconductance obtained for vd ≈ 0 was

109.06µA/V .
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Figure 5.20: DC Sweep simulation setup.
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Figure 5.21: Plot of ampli�er's output current (a) and transconductance (b) vs input
di�erential voltage.

To measure slew-rate, a 1Vpp step input was used, according to the setup shown

in Fig 5.22a. The results are given in Fig. 5.22b. The slew-rate obtained was

23.71V/µs, with a 1% settling time of 58.35 ns.
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Figure 5.22: Slew rate test setup (a) and plot of ampli�er's step response (b).

Finally, to observe the input o�set, a Monte Carlo simulation with 500 samples
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was performed using the setup on Fig 5.23a. The input o�set voltage observed at

the output is dependent on the ampli�er's voltage gain. If Av is the ampli�er DC

gain, the output voltage is given by

Vo = (Vcm + Voff )
Av

1 + Av
(5.71)

The o�set voltage can be expressed by

Voff = Vo

(
1 + Av
Av

)
− Vcm (5.72)

and since Av > 1000, after subtracting the common-mode, the o�set error is less

than 0.1%. The input o�set voltage is distributed according to the histogram on

Fig. 5.23b.

cmV

offV

(a)
-40 -30 -20 -10 0 10 20 30
0

20

40

60

80

100

120

140
S
am

p
le

s

Offset Voltage (mV)

:0.3804
:10.364σ

µ

(b)

Figure 5.23: O�set Monte Carlo simulation setup (b) and histogram of the resultant
data (b).

A summary of the performance characterization results is shown in Table 5.3.

Table 5.3: Recycling folded cascode performance summary.

Parameter Nominal
DC Gain (dB) 74.8988
GBW (MHz) 14.4206
Phase Margin (deg) 83.8452
Transconductance (µA/V ) 109.062
Slew Rate (V/µs) 23.71
1% Settling Time (ns) 58.35
Input O�set (3σ) (mV) 31.0926

5.4.2 High-Linearity Di�erential Pair

To evaluate the high-linearity di�erential pair transconductance, a DC sweep was

performed using a similar setup to the one used for the RFC, pictured in Fig. 5.20,
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where instead of the RFC, the HLDP was used. The di�erential voltage vd is swept

from -1V to 1V to measure the output current io. The output current plot is

presented in Fig. 5.24a and its derivative in Fig. 5.24b. A ripple of ±5.3% was

achieved with an average transconductance GmDP = 19.98µA/V . Both ripple and

average transconductance were obtained by clipping the transconductance curve

between maximum input current limits of ±10µA.
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Figure 5.24: Plot of high-linearity di�erential pair output current (a) and transcon-
ductance (b) vs input di�erential voltage.

To observe the e�ects of both mismatch and process parameters variation on the

high-linearity di�erential pair, two Monte Carlo analysis were executed, with 100

samples each, considering each variation separately. The results for process param-

eters variation and transistor mismatch are presented in Fig. 5.25a and Fig. 5.25b,

respectively. As it can be seen, process variations has more in�uence on the transcon-

ductance mean value and mismatch on its shape.
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Figure 5.25: Monte Carlo results of the high-linearity di�erential pair transconduc-
tance curve under process parameters variation (a) and mismatch (b).

To evaluate the e�ect of manufacturing imperfection into the HLDP, a Monte

Carlo analysis considering both e�ects was performed with 500 samples. With this
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analysis, the statistical distribution of average transconductance GmDP and its ripple

δn were obtained. Both histograms are presented in Fig. 5.26. The condition for

minimum transconductance GmDP > 16.7µA/V is achieved for 3σ. Also, ripple

variation is very small, and therefore the improvements introduced by using this

high-linearity di�erential pair are e�ective even when manufacturing imperfection

are considered.
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Figure 5.26: Histogram of Monte Carlo simulation resultant data for average
transconductance(a) and transconductance ripple (b).

5.4.3 Proposed Memory Cell

To start evaluating the memory cell precision, its stability should be checked to

ensure proper operation. A stability analysis was performed using Spectre to ob-

tain the open-loop characteristics presented in Fig. 5.27. An open-loop DC gain of

128.5881 dB was obtained with 77.197◦ phase margin at 2.711 MHz. A gain margin

of 13.5 dB was obtained at 42.32 MHz. Notice the unit frequency of 2.711 MHz is

close to the 2.652 MHz calculated before, proo�ng the mathematical approach used.

To further evaluate stability properties, the closed-loop transfer function was

also measured. To perform this analysis the loop was closed and an AC stimulus

was introduced at the input, and the HLDP output current was observed. The

results are shown in Fig. 5.28. Due to high-frequency complex poles, a small peak

is formed around 100 MHz, but its level is under 0 dB, representing no issues for

CMC's operation. Its -3dB frequency is 3.752 MHz.

The main important measurement for the proposed memory cell is its precision.

Two di�erent tests can be performed for this matter, a static test, which evaluates

precision using current transfer error; and a dynamic test, which evaluates precision

using spectral properties.

Starting with the static test, the goal is to obtain the current transfer error,
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Figure 5.27: Open-loop magnitude (a) and phase (b) characteristics.
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Figure 5.28: Closed-loop magnitude (a) and phase (b) characteristics.

de�ned by io − iin. Since the CMC works in two di�erent phases, sampling and

holding, a DC sweep is not an option. Thus, to evaluate the transfer error, a series

of current steps were applied to the input, forming almost a staircase signal. Each
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degree of the staircase had a distance of 1µA, from −10µA to 10µA, allowing 21

points to trace the curve. The test setup is pictured in Fig. 5.29. The output of the

CMC under test goes to a second CMC, in order to keep a virtual ground at the

previous CMC output node. Also, to never stop current �ow, a dummy switch to a

low impedance node is put at input current source node.

v1φ

i1φ i2φini oi To another
CMC

Low Impedance Node

i2φ

Figure 5.29: Current memory cell static test setup.

The transient response for the referred test is showed in Fig. 5.30. Current

peaks can be observed in the output current, during the phase transitions. These

are numerical errors created by the simulator due to the switching of current paths,

which might create discontinuities in the simulation. After the peak, the output

current value remains constant during the holding phase, and three samples were

taken for each step value of input current, right at the center of holding phase pulse.

The average of these three samples was taken in order to mitigate imperfections

created by the simulator, such as a small current drain by Gmin. The resulting

curve is presented in Fig. 5.31.
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Figure 5.30: Transient response of the static test.
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Figure 5.31: Current transfer error (io − iin) vs input current (iin).

70



As it can be seen, the current transfer error curve has similar appearance to

the high-linearity di�erential pair transconductance curve. From the transfer error

curve, it can be seen an o�set of 20.195nA, with non-linearity errors corresponding

to ±1.18982nA. The e�ective number of bits (ENOB) is obtain using (5.40), leading

to 13.03697 bits, which is slightly higher than the designed value of 13 bits, showing

that our mathematical model is accurate.

To evaluate the e�ects of process parameter variation and mismatch to the mem-

ory cell precision, a Monte Carlo simulation was performed with 1000 samples. For

each Monte Carlo sample, one transfer error curve is obtained, leading to the result

of Fig. 5.32a. The statistics are shown in Fig. 5.32b.
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Figure 5.32: Monte Carlo results of the current transfer error curve (a) and its
statistical variations (b).

The values of o�set, non-linearity errors and ENOB for each Monte Carlo transfer

error curve were extracted, and displayed on the histograms of Fig. 5.33. In Chap-

ter 4.3.3, a minimum ENOB of 11.965 bits was derived. For the ENOB distribution

obtained, the minimum value is guaranteed with a 4.8σ yield, which represents

99.96% of the samples. This gives a high reliability to the designed CMC.
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Figure 5.33: Histogram of Monte Carlo simulation resultant data for current o�set
(a), non-linearity errors (b) and e�ective number of bits (c).
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Following the static test, the dynamic test was performed to evaluate spectral

behavior of the proposed CMC. To perform this test, a sinusoidal input was applied

to the input of the CMC under test and the memory cell performed as a sample and

hold circuit. The discrete sinusoidal observed at the output was then analyzed in

the frequency domain using a fast-fourier transform. Fig. 5.34 exhibits the dynamic

test setup.

v1φ

i1φ i2φini oi To another
CMC

Low Impedance Node

i2φ
µA= 10ampi

752 Hz.= 48of

Figure 5.34: Current memory cell dynamic test setup.

The maximum current of 10µA was adopted for the sinusoidal input current.

The signal frequency should be equal to switching frequency divided by a power of

2, to facilitate FFT evaluation and have the fundamental frequency equal to a FFT

bin center. Since the system's input signal is 60 Hz, we chose

fo =
fs
28

=
12.4805 · 103

256
= 48.752Hz (5.73)

With this setup, a transient simulation was performed to obtain the sampled

signal at the output. The transient results are shown in Fig. 5.35. From the discrete

output signal, a sample was taken right in the center of the holding phase, composing

the sampled output signal from Fig. 5.36.
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Figure 5.35: Transient response of the dynamic test.

With the sampled output, a fast Fourier transform was performed using 256

points. The results are shown in Fig. 5.37. From the FFT, two measurements were

obtained: Signal-to-Noise-and-Distortion ratio (SINAD) , which is ratio between

signal power over noise and distortion power; and Spurious-Free Dynamic Range
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Figure 5.36: Sampled output of the dynamic test.

(SFDR), which is de�ned by the strength ratio of fundamental and strongest spurious

on the signal [59, p. 445-461]. The e�ective number of bits is given by

ENOB =
SINAD− 1.76

6.02
(5.74)

where SINAD is given in dB. For the nominal simulation, a SINAD of 79.79 dB

and a SFDR of 83.01 dB were obtain. Using (5.74) leads to a ENOB of 12.96

bits. Comparing with the static test, the results were very similar, reinforcing the

e�ectiveness of the mathematical model used in this work.

0 1 2 3 4 5 6
−160

−140

−120

−100

−80

−60

−40

−20

0

Frequency (kHz)

M
ag

n
it
u
d
e 

(d
B

)

Figure 5.37: Magnitude response of the sampled output fast Fourier transform.

Once again, to evaluate the e�ects of process parameter variation and mismatch

in the memory cell precision, a Monte Carlo simulation was performed with 1000

samples and histograms for SINAD, SFDR and ENOB were obtained, and are pre-

sented in Fig. 5.38. When compared to the static tests, both ENOB distribution

are very similar.
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Figure 5.38: Histograms of Monte Carlo simulation resultant data for signal-to-
noise-and-distortion ratio (a), spurious-free dynamic range (b) and e�ective number
of bits (c).

A summary with simulated parameters for the proposed current memory cell is

presented in Table 5.4.

Table 5.4: Proposed current memory cell performance summary.

Parameter Nominal Mean Std. Dev.
Static Power (µW) 165 - -
Current Range (µA) ±10 - -
Open-loop Gain (dB) 128.5881 - -
Phase Margin (deg) 77.197 - -
Unit-Frequency (MHz) 2.71 - -
O�set Error (nA) 20.195 20.426 2.0988
Non-linearity Error (nA) 1.18982 1.2611 0.1848
ENOB (static) 13.03 12.968 0.2100
SINAD (dB) 79.79 79.565 1.2830
SFDR (dB) 83.01 82.420 1.5346
ENOB (dynamic) 12.96 12.939 0.2131
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Chapter 6

Circuit Level Design

In this Chapter, the other building blocks necessary for the system design - biasing

currents, coe�cient gain block, di�erential current mirror, output current copy and

current multiplier - are analyzed. For each block, its implementation choices are

discussed and the circuit design process is detailed. Each block is validated through

circuit simulation.

6.1 Biasing Current

Throughout this work, current sources are used to bias the transistors and allow

operation on the proper region. These current sources are implemented by "mir-

roring" a single current reference from outside the integrated circuit. To achieve

high-precision on the mirror copy, a cascode topology must be used to increase the

current source output resistance. Also, to allow a wide voltage swing at the current

source output, wide-swing cascode current mirror was chosen [48, p. 144].

The current sources must be implemented to provide current, using PMOS tran-

sistors, and to drain current, using NMOS transistors. The circuit implementation

is presented on Fig. 6.1. The current source IREF provides the reference for the

current copies.

In this system, the current reference have the biasing value de�ned while design-

ing the current memory cell, given by

IREF = IB = 12.5µA (6.1)

The reference is mirrored with a 1:1 ratio, thus each PMOS transistor have same

dimmensions, as well as each NMOS transistor.
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Figure 6.1: Circuit implementation of the biasing currents.

6.1.1 Circuit Design

The design process for the current sources is simple. Since the current is constant,

the mirror operation is constraint by the output voltage. The wide-swing cascode

current mirror allows VoN to swing as low as 2Vov for a NMOS, and VoP to swing

as high as VDD − 2|Vov|, where Vov is the overdrive voltage. Specifying a 250mV

overdrive for both NMOS and PMOS, we obtain

VoNMIN = 0.5V (6.2)

VoPMAX = 2.8V (6.3)

The minimum ratio to realize a wide-swing cascode current mirror was obtained

in Appendix B.1. For the NMOS current mirror, VoNMIN and IB can be applied to

(B.23), and the minimum ratio is expressed by(
W

L

)
N

≥ 8IB
αnkpnV 2

oNMIN

= 1.8793 (6.4)

To allow a wider range of biasing voltages, it was chosen (W/L)N = 3. With the

chosen ratio and the design variables, the biasing voltage Vbn can be in the range

1.1176 ≥ Vbn ≥ 1.0133 (6.5)

from which it was chosen Vbn = 1.06.

The current source will have a small deviation from the reference value due to

mismatch between transistors. To control the deviation, the Pelgrom rules applied to

the current mirror in Appendix D.3 are used here to dimension the current sources
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transistors. For the current sources, it is speci�ed a 1% deviation for 3σ. The

standard deviation in percentage of the reference is given by

σCS = 0.333% (6.6)

Employing σCS and the ratio (W/L)N in (D.25), the minimum length is given by

LN ≥ 12.838µm (6.7)

and to guarantee that the variance is met, the �nal choice for MN is expressed by(
W

L

)
N

=
45µm

15µm
(6.8)

A similar procedure is done for the PMOS current mirror. The minimum ratio

is given by (
W

L

)
P

≥ 8IB
αpkpp(VDD − VoPMAX)2

= 4.7710 (6.9)

and to allow a wider range of biasing voltages, it was chosen (W/L)P = 7. With the

chosen ratio and the design variables, the biasing voltage Vbp can range between

2.0630 ≥ Vbp ≥ 1.9758 (6.10)

and �nally was chosen Vbp = 2.02. Employing σCS and the ratio (W/L)P in (D.25),

the minimum length is given by

LP ≥ 12.372µm (6.11)

and to guarantee that the variance is met, the �nal choice for MP is expressed by(
W

L

)
P

=
98µm

14µm
(6.12)

6.1.2 Circuit Simulation

To evaluate the biasing current sources, a DC sweep simulation was perform to

evaluate the output voltage range. Both VoP and VoN were swept from ground to

Vdd and the output current was obtained. The results are shown in Fig. 6.2. The

PMOS current source, showed in Fig. 6.2a, has an almost constant value for a range

between 0 and 2.76V and the NMOS current source, presented in Fig. 6.2b, has an

output voltage range from Vdd to 0.462 V.

A Monte Carlo simulation with 1000 samples was performed to observe the

current variation with mismatch and process parameters. Results are presented
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Figure 6.2: DC Sweep of the output voltage for (a) PMOS biasing current and (b)
NMOS biasing current.

in Fig. 6.3. The standard deviation obtained for PMOS biasing current of 45.9nA

represents 0.362% of the bias current. The NMOS biasing current standard deviation

of 35.7nA represents 0.285% of the bias current. The values are close to the desired

σ of 0.33%.
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Figure 6.3: Histogram of the Monte Carlo simulation resultant data for the output
current of (a) PMOS biasing current with Vop = 2.1 and (b) NMOS biasing current
with Von = 1.1.

6.2 Coe�cient Gain Block

The coe�cient gain block (CGB) is responsible to implement the transfer function

coe�cient in the structurally all-pass section. Its ideal representation in shown in

Fig. 6.4.
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Figure 6.4: Coe�cient gain block ideal implementation.

From the ideal model, one can see that the output current leaves the CGB with

same phase as the input. Since basic current mirrors invert the current signal phase,

two cascade current mirrors are necessary to implement the CGB. For simplicity,

the �rst current mirror will implement the coe�cient gain, and the second one will

just invert the phase (ratio 1:1).

The transfer function coe�cients were approximated by a ratio of integers in

Chapter 4.3.2 to improve matching properties of the current mirror. The ratios to

be implemented are given by

k11 =
8

9
; k12 =

1

5
; k21 =

3

5
(6.13)

One important issue to address is related to the current memory cells (CMC).

Since they load the stored current into CGB input, a virtual ground should be pro-

vided by the CGB. For this task, a simple current conveyor, pictured in Fig. 6.5, will

met speci�cations. The ampli�er works on a voltage bu�er con�guration, setting

CGB's input node voltage at VB. Transistor Mg works on a source-follower con�gu-

ration. Since the ampli�er is stable, with 83.93◦ of phase margin, transistor Mg will

not bring the system to instability, since it works as a bu�er. However, the referred

phase margin was obtained for a 1.2pF load capacitor, which is implemented by the

gate-source capacitance of Mg. This must be taken into account while sizing Mg.

BV

To current 
mirror

ini

gM

Figure 6.5: Current conveyor to implement input virtual ground.

To reduce design complexity, the ampli�er will be implemented using the Recy-

cling folded cascode (RFC) implemented for the CMC, in Chapter 5. By reusing

the RFC, the layout work is also reduced. The complete circuit, with both current

mirrors and the input current conveyor is presented in Fig. 6.6a. The �rst current

mirror is implemented using PMOS and is responsible for implemented the coe�-

cient and the second mirror is implemented with NMOS with a 1:1 ratio. Since it
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operates in class A, a biasing current is added at the input, which is also scaled

by a kij factor. Hence the biasing current with value 2kijIB. Considering that the

biasing block does not provide such current, the PMOS current mirror is repeated

to implement it, as pictured in Fig. 6.6b. The layout design can be also be reused.
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Figure 6.6: Coe�cient gain block complete circuit with (a) 2kijIB biasing current
at the output and (b) with current mirror to implement the current.

The reason for using a biasing current of value 2IB instead of IB is that the CGB

input current is the sum of the output from the di�erential current mirror and a

current memory cell. If both have maximum current, it would extrapolate the limit

of IB, since iinMAX = 0.8IB. To ensure proper operation at those limits, the biasing

current was set in 2IB.

6.2.1 Circuit Design

Each coe�cient requires a di�erent design, since their current mirroring ratios are

di�erent. Therefore, the design procedure was made for a generic kij coe�cient, and

the equation for each transistor sizes were obtained in a general form, so that each

coe�cient value is plugged in and their values were obtained. The design is based

in the circuit from Fig. 6.6b.

First, consider that the coe�cient kij is implemented by a ratio of two integers,

N1 and N2, i.e. kij = N2/N1. TransistorsMP1 andMP2 are implemented by parallel

unitary transistors of same size, however MP1 is implemented with N1 in parallel

and MP2 with N2 transistors in parallel. Hence

MP1 = N1

(
W

L

)
P

; MP2 = N2

(
W

L

)
P

(6.14)

The current requirements for each unitary transistor of the PMOS current mirror

is given by
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IPMAX =
2IB + 2iinMAX

N1

=
3.6IB
N1

(6.15)

IPMIN =
2IB + 2iinMIN

N1

=
0.4IB
N1

(6.16)

which is applied to (B.29) to obtain the minimum ratio, given by(
W

L

)
P

≥ 2αpIB
kppV 2

T0pN1

[(
1 +

1

αp

)√
3.6−

(
2− 1

αp

)√
0.4

]2
(6.17)

and the chosen value should be slightly bigger. With W/L chosen, the biasing

voltage limits can be retrieved using (B.24)

VbpMIN ≈ VDD −
(

2− 1

αp

)√
0.8αpIB

kppN1(W/L)P
− 2|VT0p| − 0.150 (6.18)

VbpMAX ≈ VDD −
(

1 +
1

αp

)√
7.2αpIB

kppN1(W/L)P
− |VT0p| − 0.150 (6.19)

and Vbp must be chosen between those limits. Finally, the transistor size is selected

using the Pelgrom model derived in Appendix D.3 for current mirrors. For a 1%

gain error in a 3σ yield. This gain error is splitted by each current mirror, thus

σP = σN =
1%

3
√

2
≈ 0.236% (6.20)

The minimum length to obtain the desired yield was derived in (D.25) and is

given by

LPMIN =
1

σP

√(
N1 +N2

N2

)[
1

(W/L)PN1

Â2
kp

+
kppV 2

T0p

IBαp
Â2
VT0

]
(6.21)

A similar procedure is done to �nd MN dimensions. The current limits of oper-

ation are given by

IPMAX =
N2

N1

(2IB + 2iinMAX) =
N2

N1

3.6IB (6.22)

IPMIN =
N2

N1

(2IB + 2iinMIN) =
N2

N1

0.4IB (6.23)

and the minimum ratio is expressed by(
W

L

)
N

≥ 2αnIBN2

kpnV 2
T0nN1

[(
1 +

1

αn

)√
3.6−

(
2− 1

αn

)√
0.4

]2
(6.24)
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and the chosen value should be slightly bigger. With W/L chosen, the biasing

voltage limits can be retrieved using (B.24)

VbnMAX ≈
(

2− 1

αp

)√
0.8αpN2IB

kppN1(W/L)N
+ 2VT0n + 0.1 (6.25)

VbnMIN ≈
(

1 +
1

αn

)√
7.2αpN2IB

kpnN1(W/L)N
+ VT0n + 0.1 (6.26)

The minimum length to obtain the desired yield is given by

LNMIN =
1

σN

√√√√2

[
1

(W/L)N
Â2
kp

+
kpnV 2

T0n
N2

N1
IBαn

Â2
VT0

]
(6.27)

Based on these equations, the design of each transistor was executed. The results

for each parameter is presented in Table 6.1.

Table 6.1: Design summary for each coe�cient gain block.

Parameters k11 = 8/9 k12 = 1/5 k21 = 3/5
N1 9 5 5
N2 8 1 3
(W/L)P min 0.7849 1.4128 1.4128
VbpMAX (V) 1.7436 1.7069 1.7069
VbpMIN (V) 1.5424 1.5968 1.5968
Vbp (V) 1.65 1.65 1.65
LpMIN 12.626 µm 21.250 µm 14.166 µm
(W/L)P �nal 19.5µm/13µm 44µm/22µm 30µm/15µm
(W/L)N min 4.8674 1.0952 3.2855
VbnMAX (V) 1.2220 1.2083 1.2186
VbnMIN (V) 1.1406 1.0809 1.1258
Vbn (V) 1.18 1.14 1.16
LnMIN 13.466µm 27.433µm 15.857µm
(W/L)N �nal 94.5µm/13.5µm 56µm/28µm 80µm/16µm

The �nal step into the coe�cient gain block is to size transistorMg, which is the

same for every coe�cient. To keep it in strong inversion throughout whole operation

range, it is speci�ed (
gm

2IB + 2iinMIN

)
= 10→

(
W

L

)
Mg

≈ 2 (6.28)

and to keep phase margin of the RFC, the gate source capacitance on saturation

region must be equal to 1.2 pF, the load capacitance for which the RFC was design.

Therefore, we have
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2

3
CoxWL =

2

3
Cox

(
W

L

)
Mg

L2 = 1.2pF (6.29)

L =

√
1.2pF
4
3
Cox

≈ 14µm→
(
W

L

)
Mg

=
28µm

14µm
(6.30)

6.2.2 Simulation Results

To evaluate the coe�cient gain blocks, we performed several analysis. To observe the

current gain, a DC Sweep simulation was performed by varying the input current and

observing the output. To evaluate the current gain (curve slope), a linear regression

was performed on MATLAB. The results are presented in Fig. 6.7.
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Figure 6.7: Simulation results for the output current with a DC sweep of input
current for coe�cient (a) k11 = 8/9, (b) k12 = 1/5 and (c) k21 = 3/5.
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An AC Sweep simulation was also performed to obtain the frequency response

of the coe�cients. The cuto� frequency of each coe�cient must be higher than the

�lter bandwidth to guarantee perfect functionality. The results are presented in

Fig. 6.8. Since the switching frequency is very low (≈ 3kHz), the coe�cient gain

blocks have no problem to operate in such frequency. The cuto� frequency of each

coe�cient is highlighted in the �gure. Since each block introduces a gain smaller

than 1, the cuto� frequency is determined considering the DC gain minus 3 dB.
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Figure 6.8: Frequency response for coe�cient (a) k11 = 8/9, (b) k12 = 1/5 and (c)
k21 = 3/5.

Finally, to observe the coe�cient variation with transistor mismatch and process

parameters variation, a Monte Carlo simulation was performed with 1000 samples.

For each sample of each coe�cient, a linear regression was performed and both

current gain and o�set were obtained. The results for coe�cient k11, k12 and k21

were presented in Fig. 6.9, 6.10 and 6.11, respectively. Each �gure presents gain
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error, o�set and non-linearity errors normalized. The gain error standard deviation

achieved was smaller than the aimed yield of σ = 0.333%, and linearity errors were

under 0.3% for the whole current operation.
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Figure 6.9: Results for Monte Carlo simulation for coe�cient k11 = 8/9. (a) Gain
error, (b) O�set error and (c) Non-linearity errors.
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Figure 6.10: Results for Monte Carlo simulation for coe�cient k12 = 1/5. (a) Gain
error, (b) O�set error and (c) Non-linearity errors.
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Figure 6.11: Results for Monte Carlo simulation for coe�cient k21 = 3/5. (a) Gain
error, (b) O�set error and (c) Non-linearity errors.
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6.3 Di�erential and Output Copy Current Mirror

Both di�erential current mirror (DCM) and output copy current mirror (OCCM)

are going to operate together as a single block, to copy the output value from the

previous structurally all-pass section and generate both positive and negative copies

of this value.

The di�erential current mirror (DCM) is responsible to create two copies of the

structurally all-pass section (SAPS) input current. In Chapter 2.3.1, the DCM ideal

implementation was presented, and it is repeated here for convenience.

BI2 BI2

BI BI BI

ini

ini

ini ini−

1M 3M 4M 2M

Figure 6.12: Di�erential current mirror ideal implementation.

This circuit is composed by two identical di�erential ampli�ers, M1-M2 and M3-

M4, with di�erential inputs connected together. The di�erential ampli�er M1-M2

have both transistors diode-connected. The input current iin of M1-M2 determines

the input di�erential voltage, which is the same for M3-M4. So, a copy of iin is

generated in M3-M4, but with opposite directions, thus di�erent polarities.

The main design issue from the ideal implementation is the grounded node at

transistors M2 and M4 gates, which would bring the input node voltage to negative

values when iin is negative. A simple way to solve this issue is to bias the node with

a higher potential. It is interesting to bias this node with the virtual ground voltage

VB from the memory cell, in order to mitigate channel-length modulation errors

between M2 and M4, leading to the representation in Fig. 6.13a. To implement

the low-impedance node, an ampli�er on bu�er con�guration is used, leading to the

implementation in Fig. 6.13b.

The task to be performed by the Output Copy Current Mirror (OCCM) is to

copy a current stored by a current memory cell. On an ideal current memory cell, the

voltage stored on the gate-source capacitance determines the current value stored

by the memory cell. Thus, to copy it, a simple current mirror can be used, as shown

in Fig. 6.14.

On the zero-voltage switching CMC used in this work, the voltage is stored by

a suspended hold capacitor, and applied on the gates of a high-linearity di�erential

pair. Thus, to generate a copy in the same manner, the whole di�erential pair should
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Figure 6.13: Di�erential current mirror implementation with (a) low-impedance
biasing voltage and (b) voltage bu�er.
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Figure 6.14: Output copy of an ideal current memory cell.

be copied, including its biasing current, making it area ine�cient, Moreover, a small

di�erence between the transconductance curves would generate errors in the copied

current.

A more e�cient manner to generate a copy from the ZVS-CMC is presented in

Fig. 6.15. In Fig. 6.15a, when the loop is closed, one can see a current with value

IB+iin �owing into the ground node. If this current is mirrored and the bias current

is subtracted, a copy of the stored current is obtained, as shown in Fig. 6.15b.
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Figure 6.15: (a) Current �ow of the zero-voltage switching current memory cell and
(b) stored current copy.
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The current mirror selected to perform the output copy was a wide-swing cascode

current mirror [48, p. 144], due to high-precision and wide-swing of the output

voltage. The circuit is presented in Fig. 6.16. The mismatch between transistors

can be controlled using Pelgrom's rules [47].

5aM

5bM

5cM

5dMbocV

From the 
memory cell

To the 
DCM

Figure 6.16: Output copy current mirror circuit implementation.

6.3.1 Circuit Design

Both OCCM and DCM make a single block, as pictured in Fig. 6.17. The circuit

design of each one is related, thus they are performed together. The four transistors

from the DCM (M1, M2, M3 and M4) have same dimensions, as well as the four

transistors of the OCCM (M5a, M5b, M5c and M5d). Transistors transconductance

constant will be speci�ed as β1 for DCM and β5 for OCCM.

5aM

5bM

5cM

5dMbocV

From the 
memory cell

BI2 BI2

BI BI

ini ini−
BV

1M 3M 4M 2M

2sv

1sv

iv ≈ BV

ini+BI

Figure 6.17: Single-block implementation of both di�erential current mirror and
output copy current mirror.

From the circuit of Fig. 6.17, we have

ID1 = IB + iin =
β1

2αp
(Vs1 − Vi − |VT0p|)2 (6.31)

ID2 = IB − iin =
β1

2αp
(Vs1 − VB − |VT0p|)2 (6.32)
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Since VB is a constant voltage, Vs1 is given by

Vs1 =

√
2αp
β1

(IB − iin) + VB + |VT0p| (6.33)

which depends on the input current. The maximum value of Vs1 is achieved when the

input current reaches its minimum value. Since the biasing currents are implemented

by current mirrors, Vs1 should be lower than the biasing current maximum voltage,

speci�ed in (6.3) as VoPMAX. Therefore, the condition to be met is√
2αp
β1

(IB − iin) + VB + |VT0p| ≤ VoPMAX (6.34)

which can be manipulated to obtain a minimum W/L ratio for DCM transistors,

given by (
W

L

)
M1

≥ 2αpIB(1−miMIN)

kpp(VoPMAX − VB − |VT0p|)2
(6.35)

where mi is the modulation index, de�ned by mi = iin/IB, and miMIN was speci�ed

in the CMC design as -0.8. After applying the value for each variable, and transistor

parameters from Appendix A, it leads to(
W

L

)
M1

≥ 0.903 (6.36)

To allow clearance for Vs1, the ratio chosen was (W/L)M1 = 2. To size DCM's

transistors, it was developed in Appendix D.6, a Pelgrom model for DCM gain error

standard deviation was developed, and in D.7 a Pelgrom model for DCM current

o�set. The minimum transistor length to achieve a gain error and o�set standard

deviations of 0.333% (1% for 3σ) is given by

LM1 ≥ 8.8420µm (6.37)

To ensure that the condition (6.37) is met loosely, the transistor size was de�ned by(
W

L

)
M1,M2,M3,M4

=
30µm

15µm
(6.38)

The voltage swing of node Vi can be obtained after manipulating and subtracting

(6.31) from (6.32), and it is expressed by

Vi = VB +

√
2αpIB
β1

(√
1 +mi −

√
1−mi

)
(6.39)

Since mi was limited in the CMC design between ±0.8, the swing limits of Vi are

given by
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ViMAX ≈ VB + 0.8945

√
2αpIB
β1

= 1.555V (6.40)

ViMIN ≈ VB − 0.8945

√
2αpIB
β1

= 0.645V (6.41)

since (
√

1 + 0.8 −
√

1− 0.8) ≈ 0.8945. ViMIN is a design constraint for the OCCM,

which minimum realizable W/L ratio was derived in (B.22) and it is given by

(
W

L

)
M5

≥ 2αnIB
kpnV 2

iMIN

[(
1 +

1

αn

)√
1 + 0.8−

(
1− 1

αn

)√
1− 0.8

]2
= 2.8252

(6.42)

and to allow a wider range of voltages for Vboc, the ratio was set in (W/L)M5 = 5.

The Vboc range, obtained using (B.17), is given by

1.1935 ≤ Vboc ≤ 1.0445 (6.43)

from which Vboc = 1.13 was chosen.

During the system design, it was speci�ed a gain error lower than ±1% for a

3σ yield. Applying Pelgrom rules, described in D.3, into the OCCM, the minimum

transistor length to deliver such yield is given by

LM5 ≥ 26.948µm (6.44)

and to guarantee it with clearance, it was selected L = 28µm. Hence, OCCM

transistors dimensions are given by(
W

L

)
M5a,M5b,M5c,M5d

=
140µm

28µm
(6.45)

The last part of the circuit block to be designed is the bu�er. The topology

selected was a Miller ampli�er, two-stage ampli�er with feedback capacitor, pictured

in Fig. 6.18. The design procedure used here was derived by Allen in [60]. For

simplicity, the biasing current of the �rst stage has the same value as other blocks,

and it is provided by the biasing block.

The load capacitance for the ampli�er , CL, is de�ned by the gate-source capac-

itance of transistors M2 and M4 of the DCM. CL is estimated by

CL = 2× 2

3
CoxWL ≈ 2.8pF (6.46)

The condition to achieve a 60◦ phase-margin is that Cc > 0.22CL [60], so it was
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Figure 6.18: Circuit implementation of the di�erential current mirror ampli�er.

chosen Cc = 1pF . The current mirror composed by Mb1 − Mb2 must operate in

strong inversion for good matching and noise properties [61]. Thus, we set(
gm

ID

)
Mb1

=

(
gm

ID

)
Mb2

= 10 (6.47)

which leads to (
W

L

)
Mb1,2

≈ 2.5 (6.48)

The same principle can be used for Mc, which has twice the current of Mb1 and

Mb2. Thus, the W/L ratio is given by(
W

L

)
Mc

≈ 5 (6.49)

With the ratio of Mc de�ned, its transconductance is given by

gmc =

√
2IBkpnW

αnL
≈ 126.445µΩ−1 (6.50)

The condition to obtain 60◦ phase-margin is given by [60]

gmc

CL
≥ 2.2

gma

Cc
(6.51)

which leads to

gma ≤ 20.52µΩ−1 →
(
W

L

)
Ma1,2

≤ 0.6899 (6.52)

and the �nal choice was (W/L)Ma1,2 = 0.5. Transistor sizing for Mb1, Mb2 and Mc

is done by choosing its length at least �ve times higher than minimum size allowed

by the technology to reduce channel length modulation e�ects, hence

91



(
W

L

)
Mb1,2

=
5µm

2µm
;

(
W

L

)
Mc

=
10µm

2µm
(6.53)

To size the input di�erential pair, the o�set standard deviation must be taken

into account. Since the main purpose of the ampli�er is to hold the voltage at the

gates of M2 and M4 from the DCM, its o�set should have a small variance. Using

Pelgrom models derived in Appendix D.5, the minimum length to obtain an o�set

variation of 10mV (±3σ) is given by

LaMIN =
1

σ

√
αIB
kpR2

· Â2
kp

+
2V 2

T0

R
· Â2

VT0
= 6.354µm (6.54)

hence the �nal sizing is given by(
W

L

)
Ma1,2

=
4µm

8µm
(6.55)

6.3.2 Simulation Results

To evaluate the building block composed by both output copy and di�erential cur-

rent mirror, a DC sweep simulation was performed. The input current was swept

from −10µA to 10µA. The result is presented in Fig. 6.19. Notice that the slope

value is equal for both outputs, showing the symmetry properties of the block.
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Figure 6.19: Results for a DC sweep of the input current for (a) positive output
current and (b) negative output current.

An AC sweep simulation was perform to observe the frequency limits. The results

are presented in Fig. 6.20. The cuto� obtained of 872.2 kHz is much greater than

the switching frequency of the system. Hence it has no issues with settling time.
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Figure 6.20: Frequency response for positive output (blue trace) and negative output
(red trace).

Finally, to observe circuit behavior under mismatch and process parameters vari-

ation, a Monte Carlo simulation was performed with 1000 samples. The resulting

curves are presented in Fig. 6.21. One can notice a small variation around the

nominal curves.
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Figure 6.21: Monte Carlo simulation results for both outputs.

For each positive and negative output, a linear regression was performed using

MATLAB to obtain gain and o�set. The values for each sample were compared with

the ideal values and both gain errors and o�set were obtained. With a linear version

of each output sample, non-linearity errors were obtained by subtracting the linear

version from real output. The results are presented in Fig. 6.22 for the positive

output and Fig. 6.23 for the negative output.

From the Monte Carlo result, it can be seen that both outputs have same o�set

and gain error standard deviation. The symmetry properties of the DCM is an

important asset for a good operation of the system. Also, it can be seen that the
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Figure 6.22: Results for Monte Carlo simulation for the positive output. (a) Gain
error, (b) O�set error and (c) Non-linearity errors.
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Figure 6.23: Results for Monte Carlo simulation for the negative output. (a) Gain
error, (b) O�set error and (c) Non-linearity errors.

standard deviation were under the desired yield, validating the design.

6.4 Current Multiplier

The current multiplier is the last building to be implemented in our system. The

circuit designed here is based on a work presented by Manganaro [62]. His current

multiplier is interesting since it uses switched current techniques.

The multiplication of any two given current x and y is obtained by evaluating

their quadratic terms, hence

(x+ y)2 − x2 − y2 = 2xy (6.56)

The basic behavior of the circuit is presented in Fig. 6.24 and its switching sequence

is pictured in Fig. 6.25. It operates in four phases, thus each current memory cell

introduces a 1/4 unit delay. The main idea is to evaluate each quadratic term

((x+y)2, x2 and y2) in each phase, occupying three phases. The other phase is used

for systematic o�set cancellation.
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Figure 6.24: Current multiplier basic behavior.
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Figure 6.25: Current multiplier switching sequence.

For proper operation, x and y must be kept constant through four phases. It

works as follows. Starting from phase φa, only current x is squared and is stored

into CMC1. Hence,

i1(φa) = x2 (6.57)

During the second phase φb, no current is squared. The previous current stored at

CMC1 is introduced at CMC2 input. This phase will be used to cancel systematic

o�set on the actual transistor level implementation. Since the quarter-unit delay

also introduces a signal inversion, we obtain

i2(φb) = −i1(φa) = −x2 (6.58)

During phase φc, only current y is squared and it is introduced at CMC1 input,

together with the previous current stored at CMC2. Hence

i1(φc) = y2 − i2(φb) = x2 + y2 (6.59)

At the �nal phase φd, both inputs x and y are summed and squared. They are

delivered at the output together with the previous current stored at CMC1 to obtain

the output io, given by

io = (x+ y)2 − i1(φc) = (x+ y)2 − y2 − x2 = 2xy (6.60)
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One of the biggest advantages of this architecture is the use of the same current

squarer to obtain each quadratic component, therefore eliminating mismatch errors

between current squarers that occurs in continuous time current multipliers. Also,

the use of four phases eliminates some second order e�ects from transistors. The

transistor level implementation is detailed on the next subsection.

6.4.1 Transistor Level Implementation

Since the current memory cells were already design, the challenge is to realize the

current squarer. The circuit used here was presented in [62], and it is shown in

Fig. 6.26. The current transfer was derived in Appendix B.3. The choice of using

PMOS instead of NMOS is due to the connection of bulk and source of transistors

M1a and M1d, therefore eliminating body e�ect. Also, to reduce channel length

modulation e�ects in M1c, a basic regulated cascode current mirror was used [63].

MI

d1Ma1M

b1M

c1M e1M
ini

csi

RM

Figure 6.26: Current squarer circuit implementation.

From (B.56), the current transfer is given by

ics = 2IM +
i2in

8IM
(6.61)

where IM is a design choice. To subtract the DC term, a current source with value

2IM is added at the output. The complete circuit is presented in Fig. 6.27. Since

the output node of the current squarer is always connected to a current memory

cell, there will be a virtual ground at node Vo in every phase. Also, as explained

in Chapter 5.1.4, there are current switches and voltage switches, where the previ-

ous one requires overlap phases (subscript i) and the latter one non-overlap phases

(subscript v).
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Figure 6.27: Complete circuit implementation of the current multiplier.

6.4.2 Systematic Error Cancellation

From the circuit of Fig. 6.27, one can see that

isq =
i2in

8IM
(6.62)

However, due to mismatch and second order e�ects this current curve might not

be a perfect parabola. Instead, an o�set and a linear term might also occur [62].

Consider isq to be expressed as

isq = a0i
2
in + a1iin + a2 (6.63)

which can be rearranged in the form

isq = Ios1 +
(iin + Ios2)

2

8I ′M
(6.64)

One can see that a0 = 1/8I ′M , a1 = Ios2/4I
′
M and a2 = Ios1 + I2os2/8I

′
M , where Ios1

and Ios2 are o�set currents and I ′M might di�er from the actual IM value due to

mismatch errors. The same procedure executed before can be used again. Starting

from phase φa, only current x is squared and is stored into CMC1. Hence,

i1(φa) = Ios1 +
(x+ Ios2)

2

8I ′M
(6.65)

During the second phase φb, no current is introduced to the system. However, the

independent terms are added to the output, together with the previous current

stored at CMC1. Since the quarter-unit delay also introduces a signal inversion, we

obtain
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i2(φb) = Ios1 +
I2os2
8I ′M

− i1(φa) =
I2os2
8I ′M

− (x+ Ios2)
2

8I ′M
(6.66)

During phase φc, only current y is squared and it is introduced at CMC1 input,

together with the previous current stored at CMC2. Hence

i1(φc) = Ios1 +
(y + Ios2)

2

8I ′M
− i2(φb) (6.67)

At the �nal phase φd, both inputs x and y are summed and squared. They are

delivered at the output together with the previous current stored at CMC1 to obtain

the output io, given by

io = Ios1 +
(x+ y + Ios2)

2

8I ′M
− i1(φc) (6.68)

io =
(x+ y + Ios2)

2

8I ′M
− (y + Ios2)

2

8I ′M
− (x+ Ios2)

2

8I ′M
+
I2os2
8I ′M

(6.69)

Each quadratic term can be expanded, leading to

io =
1

8I ′M

[
(x+ y + Ios2)

2 − (y + Ios2)
2 − (x+ Ios2)

2 + I2os2
]

(6.70)

io =
1

8I ′M

[
x2 + y2 + I2os2 + 2xy + 2xIos2 + 2yIos2 − (y2 + I2os2 + 2yIos2)

− (x2 + I2os2 + 2xIos2) + I2os2
]

(6.71)

Most of the terms can be canceled, and the �nal result is given by

io =
xy

4I ′M
(6.72)

As it was showed, most of the systematic errors are eliminated in the multipli-

cation process. Also, a deviation from IM can be considered a gain error, and it can

be compensated with a calibration routine, as explained earlier in Chapter 4.3.3. It

is also mitigated using Pelgrom models for current mirrors. With the gain error, io
can be expressed by

io = (1 + αM)
xy

4IM
(6.73)

hence

I ′M =
IM

1 + αM
(6.74)
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6.4.3 Circuit Design

Besides the ampli�er, the main design to be executed is to size squarer's transis-

tor. From Fig. 6.26, transistors M1a, M1b, M1c, M1d and M1e must have the same

dimension. Transistor MR is only responsible to regulate the voltage at M1c drain,

so it can have a di�erent size if necessary. The equations used here were derived in

Appendix B.3.

The maximum input current is given when both x and y have maximum values.

Since x and y are provided by current memory cells, we have

iinMAX = 10µA+ 10µA = 20µA (6.75)

Also, the output node from the current squarer operates on a virtual ground, since

it always load on a current memory cell. Hence

VoMAX = 1.1 (6.76)

With these information, we can obtain the minimum biasing current IM , which

is given by (B.77) and its repeated here, hence

IMMIN =
iinMAX

4

[
(1 + αp

√
Av)

2 − Av
1− Av(αp + 1)2

]
(6.77)

where Av is given by (B.72) and it can be adapted for PMOS transistors, leading to

Av =
40φ2

T

(VDD − VoMAX − VT0p)2
≈ 1.2789 · 10−2 (6.78)

which leads IMMIN to

IMMIN = 7.005µA (6.79)

Since the �nal result of the multiplication is inversely proportional to the biasing

current, the bigger the biasing current IM , less dynamic range is obtained at the

output. Thus, it was selected IM = 10µA. With IM de�ned, the ratio for transistors

M1a-M1e is upper-bounded by (B.61) and lower-bounded by (B.69). Hence it can

be between the range

2.0451 ≤
(
W

L

)
1

≤ 0.6357 (6.80)

and the �nal choice was (W/L)1 = 1.4. Using Pelgrom models for current mirrors,

to have a small deviation from IM value in the output, a yield of 0.5% for 3σ was

speci�ed. The minimum length for such yield is obtained using (D.25), which leads

to
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L1MIN = 27.736µm (6.81)

and the �nal dimension for transistors M1a-M1e is given by(
W

L

)
1a,1b,1c,1d,1e

=
42µm

30µm
(6.82)

To reduce ∆Vsg of MR, the length was reduced. Width was kept to improve

matching, leading to (
W

L

)
R

=
42µm

5µm
(6.83)

To design the ampli�er, a similar procedure from the DCM ampli�er was used.

However, since the input voltage levels are quite high, the input di�erential pair was

implemented with NMOS transistors. The ampli�er implementation is presented in

Fig. 6.28.

cM

2bM1bM

2aM1aM+V

BI BI

LC

cC

Figure 6.28: Circuit implementation of the regulated cascode ampli�er.

The load capacitance for the ampli�er, CL, is de�ned by the gate-source capaci-

tance of transistor MR. CL is estimated by

CL =
2

3
CoxWL ≈ 650fF (6.84)

The condition to achieve a 60◦ phase-margin is that Cc > 0.22CL [60], so it was

chosen Cc = 300fF . The current mirror composed by Mb1 −Mb2 must operate in

strong inversion, and to guarantee it, the inversion coe�cient from EKV model is

used. Hence

ICMb1
= ICMb2

=
IB
2

2αpφ2
Tkpp(

W
L

)b
≥ 10 (6.85)

which leads to
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(
W

L

)
Mb1,2

≤ 5.112 (6.86)

from which it was chosen (W/L)b = 4. To avoid channel length modulation e�ects,

the �nal size is given by (
W

L

)
Mb1,2

=
4µm

1µm
(6.87)

The same principle can be used for Mc, which has twice the current of Mb1 and

Mb2. Thus, for equilibrium, the W/L ratio is given by(
W

L

)
Mc

=
8µm

1µm
(6.88)

With the ratio of Mc de�ned, its transconductance is given by

gmc =

√
2IBkppW

αnL
≈ 98.848µΩ−1 (6.89)

The condition to obtain 60◦ phase-margin is given by [60]

gmc

CL
≥ 2.2

gma

Cc
(6.90)

which leads to

gma ≤ 20.737µΩ−1 →
(
W

L

)
Ma1,2

≤ 0.2689 (6.91)

and the �nal choice was (W/L)Ma1,2 = 1/4. To improve matching properties,(
W

L

)
Ma1,2

=
1µm

4µm
(6.92)

6.4.4 Circuit Simulation

To evaluate the current multiplier, both the current squarer and the whole multiplier

must be evaluated. Starting with the current squarer, the �rst simulation was a DC

Sweep. The input current was swept from −20µA to 20µA and the output was

observed. The result is presented in Fig. 6.29.

From the result, a curve �t was performed in MATLAB, and it was obtained

isq−fit = 0.011984i2in − 1.34854 · 10−4iin − 0.012835 (6.93)

where iin and isq are given in µA. From these terms, both o�sets and gain error can

be obtained, hence
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Figure 6.29: Output current result for a DC sweep of the input current.

αM = −0.041277; Ios1 = −12.8355nA; Ios2 = −5.6264nA (6.94)

The di�erence between the �tted curve and the actual curve is considered non-

linearity. The non-linearity curve is expressed by

NL(%) =
isq − isq−fit
isqMAX

(6.95)

and results in Fig. 6.30.
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Figure 6.30: Non-linearity errors for the current squarer.

An interesting simulation to observe the squaring behavior is to introduce a saw-

tooth waveform at the input and observe a formation of parabolas at the output. A
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transient simulation was performed with a 1kHz saw-tooth input from −20µA to

20µA. The results are shown in Fig 6.31.
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Figure 6.31: Transient results for an 1kHz saw-tooth input.

To observe the behavior of the current squarer under mismatch and process

parameters variation, a Monte Carlo simulation with 1000 samples was executed.

For the Monte Carlo, the input was swept from −20µA to 20µA and the output was

observed, resulting into the plot from Fig. 6.32.
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Figure 6.32: Monte Carlo result for the current transfer curve of the current squarer.

For each resulting curve of Fig. 6.32, a curve �tting was performed and data for

gain and o�sets were obtained. The data histogram is presented in Fig. 6.33.
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Figure 6.33: Histograms for the curve �t of the Monte Carlo simulation resultant
data. (a) Gain error αM , (b) Current o�set Ios1 and (c) Current o�set Ios2.

With the �tted curve, non-linearity errors can be obtained using (6.95), plotted

in Fig. 6.34. The current squarer behavior in the Monte Carlo simulation was very

robust, presenting small variation when compared with the nominal result. Also,

since only one squarer is needed to implement the current multiplier, further error

reduction is expected.
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Figure 6.34: Monte Carlo results for the non-linearity errors.

After evaluating the current squarer, the whole multiplier block is also tested.

Since it is a dynamic block and requires four phases to operate, a transient analysis

must be performed to obtain the multiplication result. To test the circuit, the input

x was kept at a constant level and a staircase waveform was introduced at input y.

Since x is kept constant, the multiplier output is expected to be linear dependent

to y. This analysis was made for 5 di�erent values of x, resulting in Fig. 6.35.
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Figure 6.35: Simulated transfer characteristics of the current multiplier, io vs. y. x
is kept constant at di�erent levels detailed by plot legend.

Finally, to evaluate the multiplier behavior with mismatch and parameters vari-

ation, a Monte Carlo simulation with 100 samples was performed. Instead of 5

di�erent values of x, this time it was a �xed DC current of 5µA. The result of the

Monte Carlo is presented in Fig. 6.36. One can see that the deviation is very small,

showing strong robustness of the multiplier.
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Figure 6.36: Monte Carlo simulation results of the transfer characteristics of io vs.
y when x = 5µA.
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To observe the deviation, a linear regression was performed to obtain the slope

of each sample. The slope results were displayed in the histogram from Fig. 6.37,

with a standard deviation of σ = 3.9569 · 10−4, very small when compared with the

mean slope of µ = 0.1191.
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Figure 6.37: Histogram of the slope obtained for each Monte Carlo output sample.
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Chapter 7

System Simulation

In this chapter, a series of simulations were performed to characterize the proposed

Reactive Power Measurement System (RPMS). First, an overview of the complete

system is performed, followed by a �lter characterization. Many transient simula-

tion results are presented, as well as a Monte Carlo simulation to observe circuit

variability.

7.1 Final System

The RPMS with a shared multiplier was presented in Fig. 4.4 and is repeated here

for convenience.

)n(u
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2/1 LPF ′Q
)n(′q

1φ
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2φ 1φ

2φ

1φ

1φ

Digital DomainCalculationFilter
Input 

Interface

Figure 7.1: Reactive power measurement system block diagram.

The system can be separated into four parts: Input Interface, Filter, Calculation

and Digital Domain. As explained before, our focus is the analog-domain signal

processing, and MATLAB will be used to perform the digital domain operation.

The other three parts were implemented using the circuit blocks designed in the two

previous chapters, represented using the blocks in Fig. 7.2 The 'copy' port in the

current memory cell is used to obtained the current copy, as explained in Chapter

6.3.
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Figure 7.2: Representation of each circuit block. (a) Current Memory Cell, (b)
Di�erential Current Mirror, (c) Coe�cient Gain Block and (d) Output Copy Current
Mirror.

The input interface part is implemented using the diagram of Fig. 7.3. The �rst

memory cell is a current sample and hold, to transform a continuous time signal into

a discrete time signal. To split the current into two paths, the di�erential current

mirror is used and a current memory cell is put at its output to compensate the

signal inversion of the current sample and hold.
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Figure 7.3: Reactive power measurement system input interface diagram.

The �lter part is implemented using the diagram of Fig. 7.4. Notice that both

di�erential current mirror (DCM) and output copy current mirror (OCCM) are

shared by each �lter path. This allows some gain error cancellation, as explained in

the Error Analysis from Appendix C.
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Figure 7.4: Reactive power measurement system �lter diagram.
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The calculation part is implemented using the diagram of Fig. 7.5. Both input

paths are already directed by the �lter part, and the memory cells are used to correct

the half-unit delay added by the interface part to allow processing in both phases.

We took advantage of the signal inversion generated by the current memory cell to

implement the subtraction of each signal.
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Figure 7.5: Block diagram of the calculation part of the reactive power measurement
system.

To evaluate the RPMS, several simulation were performed and they are presented

in the next sections.

7.2 Frequency Response

Evaluate frequency domain response of a discrete-time analog system is a challenging

task, since the standard AC sweep cannot be used. Thus, it requires speci�c software

to perform such task like the ASIZ [31]. The Cadence (R) suite has a powerful tool to

allow frequency domain evaluation of discrete-time systems, which are the periodic

steady state analysis (PSS) and periodic the AC analysis (PAC), that allow us to

evaluate magnitude and phase components of discrete-time �lters. These analysis

were used to evaluate the �lter part of our reactive power measurement system, and

the phase results are shown in Fig. 7.6.
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Figure 7.6: Phase plot of the frequency response of the (a) top and (b) bottom path.
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One can see that the phase response of both top and bottom path have the

expected behavior, with a small ripple around -90 degrees. More important than

comparing with the ideal result expected on Chapter 4.3.2, it is fundamental to

observe how di�erent both paths are from each other. The phase di�erence between

top and bottom path is presented in Fig. 7.7. One can see a phase di�erence is in the

order of micro-degrees, which guarantees a good behavior of the two-transformers

system presented in Chapter 3.
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Figure 7.7: Phase di�erence between top and bottom path.

7.3 Transient Analysis

To evaluate the complete system, due to its non-linear behavior, a series of transient

simulations are used. To observe system's precision, simulations were performed

with di�erent combinations of input levels and phase di�erence between both inputs.

First, the whole transient results are presented and the process to obtain the reactive

power �nal value is explained. Then, this process will be repeated for the other input

values.

For the �rst analysis, a sinusoidal input was used for simplicity. The input

frequency of both signals was �xed at 500 Hz to allow faster evaluation of the

system, since transient simulations demand high computational power. Both signal

levels were set at 5µA and the phase di�erence between voltage and current signal

was set at 30◦.

With those inputs, a transient simulation was performed and the results are

presented. First, both signals pass through the sample and hold, leading to Fig. 7.8.

The continuous time sinusoidal signal becomes a discrete-time signal. Notice that

the current signal is lagging the voltage signal.
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Figure 7.8: Continuous-time and sampled representation of the (a) current input
signal and (b) voltage input signal.

The discrete-time signal is distributed to each proper path. After the Hilbert

transformer �lter, each signal has an in-phase component and a quadrature-phase

component. After the �lter, the calculation is performed leading to the �nal result

presented in Fig. 7.9a. A sample can be taken at the middle of each output pulse,

to better observe the signal behavior, resulting on Fig. 7.9b.
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Figure 7.9: Reactive power measurement system output result. (a) Output current
proportional to reactive power and (b) sampled representation.
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For better results, the system was simulated for a longer period of time, 50 ms.

The resulting output sampled current is presented in Fig. 7.10a. It can be seen that

it has a step behavior, with a constant DC term and a ripple term. This happens

since the product of two sinusoidal signals generates a low-frequency term (DC) and

a high-frequency term. To obtain the DC term, a digital �ltering was performed with

MATLAB, using a simple moving average �lter. The �ltered output is compared

with the ideal result on Fig. 7.10b. One can see that the �ltered result is very close

to the ideal result. A zoom of Fig. 7.10b is presented in Fig. 7.10c. Even though

results are close, there is an error in the measurement, which will be analyzed in the

next section.
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Figure 7.10: (a) Sampled representation, (b) sample representation �ltered and (c)
sample representation �ltered zoomed.

7.3.1 Constant Phase Di�erence, Variable RMS Current

Recalling from Chapter 3, the reactive power was de�ned by

Q =
∞∑
k=1

VkIk sin(ϕk) (7.1)
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where Vk and Ik are the RMS values of the kth voltage and current harmonic com-

ponent, and ϕk is the phase di�erence between each of them. However, since the

multiplier introduce a factor of 1/4IM in the multiplication, where IM is the biasing

current of the squarer, and also the 1/2 gain factor is implemented in the digital

domain, the ideal value that should be obtained by the circuit is given by

QIDEAL =
1

2IM

∞∑
k=1

VkIk sin(ϕk) (7.2)

To compare the circuit output with the ideal result, a series of simulations were

executed. Both voltage signal and phase di�erence were kept constant and the cur-

rent signal amplitude was swept. It is a reasonable assumption to consider the volt-

age signal at a constant level, since the voltage delivered by the electricity provider

is well controlled. However, we will test the system under two di�erent values of

voltage signal, since a voltage peak might occur. This setup was executed for four

combinations of voltage signal and phase di�erence. The nominal voltage signal

considered on 5µA and the peak is considered at 10µA.

Voltage Signal = 5µA and Phase di�erence (ϕ) = 30◦

With the voltage signal �xed in 5µA and the phase di�erence �xed in 30◦, a series

of transient simulation were performed with di�erent values for the current signal,

sweeping from 0 to the maximum of 10µA. The sampled output currents is shown

in Fig. 7.11a, where the top trace corresponds to a current signal of 10µA and the

bottom trace to a current signal of 0. These sampled output currents were �ltered

by a moving average �lter, resulting in Fig. 7.11b.
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Figure 7.11: Di�erent circuit outputs for a Ivolt = 5µA and ϕ = 30◦. (a) Sampled
output and (b) Filtered output with the points under the dashed line (30ms) selected
for next plots.
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Some oscillatory transient can be observed prior the �ltering. This happens

since the multiplication of two sinusoidals generate a low-frequency (DC) and a

high-frequency component. The usage of two Hilbert transformers mitigate the high-

frequency component under sinusoidal conditions, however some residue is observed

due to the cross-product between sinusoidal and o�sets. This e�ect is more detailed

in Appendix C.

One point of each �ltered output was taken at the 30ms dashed line. Since

the system was relaxed, the choice of 30ms was done to allow enough time for the

transient to settle. Only one point was picked, so there are no averaging on the next

results. These points can be plot with respect to the current signal level, leading to

Fig. 7.12a. One can see that the circuit output has a di�erent slope than the ideal

output, due to gain error and o�set.

Comparing both curves, we can obtain a gain error of α = −0.058492 and an

o�set of β = 19.228nA. The calibration is performed in MATLAB by subtracting

the o�set and dividing the output by (1 + α), leading to Fig. 7.12b. For the next

simulations, the calibration will be performed using the same factors (α = −0.058492

and β = 19.228nA), since real systems cannot calibrate every time a new input is

introduced at the system.
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Figure 7.12: Reactive power signal vs. current signal level for Ivolt = 5µA and
ϕ = 30◦ (a) before and (b) after calibration.

With the calibrated output, the remaining errors are considered non-linearities.

The non-linearities are obtained by

Non-linearities =
QCALIBRATED −QIDEAL

QIDEAL

(7.3)

For the con�guration of Fig. 7.12, the resulting non-linearity errors are presented

in Fig. 7.13. One can see that the relative error is under 0.5%, which is much less

than the 2% required for a class 2 meter by the IEC.
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Figure 7.13: Non-linearity errors after calibration vs. current signal level for Ivolt =
5µA and ϕ = 30◦.

Voltage Signal = 10µA and Phase di�erence (ϕ) = 30◦

With the voltage signal �xed in 10µA and the phase di�erence �xed in 30◦, a series

of transient simulation were performed with di�erent values for the current signal,

sweeping from 0 to the maximum of 10µA. The sampled output currents is shown in

Fig. 7.14a, where the top trace corresponds to a current signal of 0 and the bottom

trace to a current signal of 10µA. These sampled output currents were �ltered by a

moving average �lter, resulting in Fig. 7.14b.
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Figure 7.14: Di�erent circuit outputs for a Ivolt = 10µA and ϕ = 30◦. (a) Sampled
output and (b) Filtered output with the points under the dashed line (30ms) selected
for next plots.

As done before, one point of each �ltered output was taken at the dashed line, at

30 ms, and calibrated using the same factors from the previous setup (α = −0.058492

and β = 19.228nA), leading to Fig. 7.15a. The resulting non-linearity errors are

presented in Fig. 7.15b. One can see that the relative error is slightly higher than

the previous one. This is expected since the non-linearities of the current memory

cell is higher at the maximum current of 10µA. However, it keeps under the 2%

required for a class 2 meter by the IEC.
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Figure 7.15: (a) Reactive power signal vs. current signal level after calibration and
(b) Non-linearity errors for Ivolt = 10µA and ϕ = 30◦.

Voltage Signal = 5µA and Phase di�erence (ϕ) = −30◦

With the voltage signal �xed in 5µA and the phase di�erence �xed in −30◦, a series

of transient simulation were performed with di�erent values for the current signal,

sweeping from 0 to the maximum of 10µA. With a negative phase di�erence, the

reactive power becomes a negative quantity.

The sampled output currents is shown in Fig. 7.16a, where the top trace corre-

sponds to a current signal of 0 and the bottom trace to a current signal of 10µA.

These sampled output currents were �ltered by a moving average �lter, resulting in

Fig. 7.16b.
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Figure 7.16: Di�erent circuit outputs for a Ivolt = 5µA and ϕ = −30◦. (a) Sampled
output and (b) Filtered output with the points under the dashed line (30ms) selected
for next plots.

As done before, one point of each �ltered output was taken at the dashed line, at

30 ms, and calibrated using the same factors from the previous setup (α = −0.058492
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and β = 19.228nA), leading to Fig. 7.17a. The resulting non-linearity errors are

presented in Fig. 7.17b. Again, the errors obtained were under 0.5%, however slightly

higher than with the positive angle, which is expected since the calibration was

obtained for the positive angle. However, it keeps under the 2% required for a class

2 meter by the IEC.
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Figure 7.17: (a) Reactive power signal vs. current signal level after calibration and
(b) Non-linearity errors for Ivolt = 5µA and ϕ = −30◦.

Voltage Signal = 10µA and Phase di�erence (ϕ) = −30◦

With the voltage signal �xed in 10µA and the phase di�erence �xed in −30◦, a series

of transient simulation were performed with di�erent values for the current signal,

sweeping from 0 to the maximum of 10µA.

The sampled output currents is shown in Fig. 7.18a, where the top trace corre-

sponds to a current signal of 0 and the bottom trace to a current signal of 10µA.

These sampled output currents were �ltered by a moving average �lter, resulting in

Fig. 7.18b.
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Figure 7.18: Di�erent circuit outputs for a Ivolt = 10µA and ϕ = −30◦. (a) Sampled
output and (b) Filtered output with the points at 30ms selected for next plots.
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As done before, one point of each �ltered output was taken at the dashed line, at

30 ms, and calibrated using the same factors from the previous setup (α = −0.058492

and β = 19.228nA), leading to Fig. 7.19a. The resulting non-linearity errors are

presented in Fig. 7.19b. As expected, the errors obtained were higher since the

maximum input is used for one of the signals. Still, it keeps under the 2% required

for a class 2 meter by the IEC.
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Figure 7.19: (a) Reactive power signal vs. current signal level after calibration and
(b) Non-linearity errors for Ivolt = 10µA and ϕ = −30◦.

7.3.2 Variable Phase Di�erence, Constant Signal Level

For this simulation, both voltage and current signal were �xed in 5µA and the

phase di�erent was swept from −90◦ to 90◦. The sampled output currents is shown

in Fig. 7.20a, where the top trace corresponds to a 90◦ phase di�erence and the

bottom trace to a −90◦ phase di�erence. These sampled output currents were

�ltered by a moving average �lter, resulting in Fig. 7.20b.
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Figure 7.20: Di�erent circuit outputs for a Ivolt = 5µA, Icur = 5µA and a variety
of phase di�erences. (a) Sampled output and (b) Filtered output with the points
under the dashed line (30ms) selected for next plots.
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As done previously, one point of each �ltered output was taken at the dashed

line, at 30 ms, and calibrated using the same factors from the previous setup (α =

−0.058492 and β = 19.228nA), leading to Fig. 7.21a. The resulting non-linearity

errors are presented in Fig. 7.21b. One can see that the relative error is under 0.3%.

It meets the 2% speci�cation of the IEC Class 2 meter and the 1% speci�ed in the

project design.
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Figure 7.21: (a) Reactive power signal vs. phase di�erence ϕ after calibration and
(b) Non-linearity errors for Ivolt = 5µA and Icur = 5µA.

7.4 Non-sinusoidal Input (Wideband Signal)

One of the big advantages of our system is the measurement under non-sinusoidal

conditions. For further evaluation, a non-sinusoidal test input was introduced at the

system. The test input characteristics are given in Table 7.1. The test input plot

is presented in Fig. 7.22. As it can see, both inputs are heavily distorted sinusoidal

signals.

Table 7.1: Wideband input signals characteristics.

Frequency
(Hz)

Voltage Signal
(µA)

Current Signal
(µA)

Phase Di�erence
ϕ (deg)

Reactive Power
Harmonic (µA)

60 8 8 30 0.800000
120 1 1 15 6.4704 ·10−3

180 1 1 -10 -4.3412 ·10−3

240 0.2 0.2 40 6.4278 ·10−4

300 0.15 0.15 60 4.8714 ·10−4

360 0.1 0.1 10 4.3412 ·10−5

420 0.05 0.05 -85 -6.2262 ·10−5

480 0.05 0.05 -15 -1.6176 ·10−5

540 0.05 0.05 20 2.1376 ·10−5

600 0.05 0.05 45 4.4194 ·10−5
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Figure 7.22: (a) Voltage and (b) current non-sinusoidal input signals.

The total reactive power to be measured at the output is the sum of each reactive

power harmonic, leading to

QIDEAL = 0.803289742703454 (7.4)

Since the main component is at 60 Hz, the transient simulation was performed

for a longer period of 400 ms. The sampled output current for the wideband inputs

is presented in Fig. 7.23. The ripple is much higher than the previous simulations,

since more components are introduced on its composition.
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Figure 7.23: Sampled output current for non-sinusoidal inputs.

The sampled output current is �ltered and compared with the ideal reactive

power value of (7.4) in Fig. 7.24. It can be noticed that the �ltered output is slightly

di�erent than the ideal result. However, this �gure is prior to the calibration setup.
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Figure 7.24: Filtered output current for non-sinusoidal inputs.

The calibration was performed using the same factors from the previous setup

(α = −0.058492 and β = 19.228nA), resulting in Fig. 7.25. To compare the ideal

with the calibrated output, a point at 200ms was selected, after the relaxed system

has settled. The calibrated result was QCALIBRATED = 0.80612465. The relative

error obtained, given by (7.3), was NL = 0.35291%, which is much lower the 2%

speci�cation for the Class 2 meter standard of the IEC.

0

0.1

0.2

0.3

0.4

)msTime (

)
µ
A

C
u
rr

en
t

(

0 50 100 150 200 250 300 350 400

0.5

0.6

0.7

Output Sampled Current - Calibrated

0.8

0.9

Calibrated Output

Ideal Output

Figure 7.25: Calibrated output current for non-sinusoidal inputs.

7.5 Monte Carlo simulation

To evaluate the circuit behavior with transistor mismatch and process parameters

variations, a Monte Carlo simulation was performed with 100 samples was executed.

To perform this analysis, the voltage signal was �xed in 5µA and the phase di�erence

was �xed in −30◦, while the current signal varied progressively over time, from 0 to

10µA, by steps of 2.5µA. This resulted in �ve di�erent points of measurements for

each Monte Carlo sample.
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The sampled output current for the Monte Carlo simulation is presented in

Fig. 7.26a. It is possible to see a staircase with �ve steps together with a high

ripple. As done before, the sampled output current is �ltered by a moving aver-

age �lter, resulting in Fig. 7.26b. With the attenuation of the ripple, the staircase

waveform is easily observed.
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Figure 7.26: Monte Carlo simulation results for a transient simulation with variable
current signal level, Ivolt = 5µA and ϕ = −30◦. (a) Sampled output and (b) Filtered
output.

A point at the middle of each step was taken for each Monte Carlo sample and

plotted with respect to the current signal level, as presented in Fig. 7.27a. The ideal

output is also compared with the real values of each Monte Carlo sample. As done

previously, the result for each Monte Carlo sample should be calibrate to compensate

gain error and o�set. Each sample is assumed to be on a di�erent energy meter,

thus a calibration is performed for each individual sample and not universally. The

calibration results are presented in Fig. 7.27b.
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Figure 7.27: Reactive power signal vs. current signal level for each Monte Carlo
sample (a) before and (b) after calibration.
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Both gain error and o�set obtained for each Monte Carlo sample are distributed

on a histogram and presented in Fig. 7.28.
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Figure 7.28: Histograms for (a) o�set and (b) gain error of the reactive power
measurement system.

After calibrating each Monte Carlo sample the non-linearities can be obtained

using (7.3). The results are shown in Fig. 7.29a. One can see that the non-linearity

errors are under 1% for every Monte Carlo sample, which shows that the proposed

measurement system is very robust against mismatch and parameter variation. The

mean and standard deviation for the non-linearity curves are also obtained and

displayed in Fig. 7.29b. For a 3σ variation, the non-linearity errros are also under

1%, validating the proposed structure and design implemented in this work.
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Figure 7.29: (a) Non-linearity errors after calibration vs. current signal level for
Monte Carlo simulation and (b) statistical distribution of the non-linearity errors.

A summary with the reactive power measurement system parameters can be

observed in Table 7.2.
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Table 7.2: Reactive Power Measurement System parameters.

Parameter Value
Power Supply (V) 3.3
Static Power Consumption (mW) ≈ 13
Input Signal Limits (µA) ±10
Nominal Gain (1/µA) 0.025
O�set Error (nA) (µ± 3σ) 18.814± 8.01
Gain Error (%) (µ± 3σ) −6.15± 0.984
Measurement Error Max. @ Ivolt = 5µA 0.45%
Measurement Error Max. @ Ivolt = 10µA 0.7%
Measurement Bandwidth (Hz) 60 - 1500
Number of Harmonics 25
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Chapter 8

Conclusion and Future Work

This dissertation presented a novel reactive power measurement system which uses

the switched-current Hilbert transformer introduced in Chapter 2. The implemented

Hilbert transformer achieved very low-sensitivity to transistor mismatch due to the

use of structurally all-pass section.

A pair of switched-current Hilbert transformers was utilized to implement the

novel method. Since they were implemented using structurally all-pass sections, the

coe�cient of each section of both transformers could be implemented by the same

block, and each transformer shares this block. This way, perfect matching between

both Hilbert transformers is achieved even in analog domain and under transistor

mismatch.

The circuit design of the proposed method was detailed, starting by the system

speci�cation to meet international regulatory agencies standards. To achieve those

standards, a novel current memory cell was developed to achieve 13 bits with a

power consumption of 165 µW , a low consumption for switched-current standards.

The proposed system was validated using circuit simulation, where the obtained

non-linearity errors were under 0.5% for normal voltage signal levels (Ivolt = 5µA)

and under 1% for voltage peaks (Ivolt = 10µA). The system was also simulated under

non-sinusoidal inputs, where it performed with similar precision to the sinusoidal

input. Monte Carlo simulation was perform to observe non-linearity errors under

mismatch, and the obtained results showed errors under 1% for a 3σ deviation.

To achieve the high-precision result, an o�set and gain error correction must be

executed. However, most commercial analog-to-digital converters have the option

for such correction.

Comparing our work with the implemented in [7], which achieved a 0.2% mea-

surement error on a system implemented with high-performance A/D converter and

DSP, our work presents a higher measurement error, which is expected since analog

circuits are subject to manufacturing imperfections and non-ideal e�ects. However,

since our implementation does the signal processing on analog domain, it does not
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require a high-performance A/D converter neither a high-performance DSP, reduc-

ing manufacturing costs.

The main advantages of the proposed method relies in the analog approach,

which can represent a low-cost and low-complexity option when compared with

commercial DSPs and FPGAs with expensive price and hardware demanding algo-

rithm. The main drawback is the inability to achieve the high-precision required

for Class 0.5 or Class 0.2 meters, therefore it cannot be used for any power meter.

Therefore, the proposed system is a good choice to implement low-cost Class 1 and

Class 2 meters.

8.1 Future Work

In this dissertation, a more theoretical approach towards reactive power measure-

ment system using switched-current was presented. Since the proposed circuitry

was validated through simulation, the next natural step is the physical design of an

integrated circuit to obtain actual measurement results.

The calibration routine should be better studied to observe the optimal way to

perform it. Not only on digital domain, but the calibration in analog domain to

compensate mismatch should also be considered [64, 65].

The implementation of a sigma-delta modulator employing the proposed memory

cell seems promising for this application.

Some improvements in the circuit can be also made. For instance, the di�erential

current mirror can be substituted by using sub-phases, since the system operates

in a low-frequency. The gain error introduced by it can therefore be eliminated.

However, the addition of sub-phases may introduce glitches in the operation, so it

must be implemented carefully.

A future research possibility is to observe if the coe�cient sharing technique

can be implemented with switched capacitors. It represent a possibility of a system

with low-power consumption while achieving systematic high-precision. Another

possibility is the use of weak-inversion current memory cells for the same reason.
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Appendix A

Transistor Parameters

In this Appendix, the models for PMOS and NMOS transistors are presented. They

were extracted using a curve �tting of the level 3 model into the simulated curves

using BSIM3.3 model implemented in Cadence for the 0.35 µm process utilized in

this thesis. The capacitance parameters (Cox and Cov) and mismatch parameters

were obtained from the process manual. This simpler model helps designing the

circuit by hand [66].

The MOS transistor is a four-terminals device, symbolized by Fig. A.1. G is the

gate terminal, S is the source, D is the drain and B is the bulk of the transistor. VDS
is the drain-source voltage, VGS is the gate-source voltage, VSB is the source-bulk

voltage, and ID is the drain current.

SBV DSVGSV

B
D

S

G

DI

(a)

SBV DSVGSV

B
D

S

G

DI

(b)

Figure A.1: MOS transistor symbol. (a) NMOS and (b) PMOS.

To be in the triode region, the condition is that 0 ≤ VDS ≤ VDSat, and the drain

current equation is given by

ID =
kpW

2αL(1 + θ(VGS − VT ))

(
(VGS − VT )VDS −

α

2
VDS

)2
(A.1)

and to be in the saturation region, the condition is that VDS ≥ VDSat, and the train

current is given by

ID =
kpW

L(1 + θ(VGS − VT ))
(VGS − VT )2 (A.2)
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where

α = 1 +
γ

2
√
φ0 + VSB

(A.3)

VT = VT0 + γ(
√
φ0 + VSB −

√
Φ0) (A.4)

VDSat =
VGS − VT

α
(A.5)

The inversion coe�cient (IC) can also be de�ned to observe if the transistor is

operating in weak or strong inversion [48]. To be on strong inversion, IC � 1 and

to be on weak inversion, IC � 1. The inversion coe�cient is de�ned as

IC =
ID

2αφ2
Tkp

W

L

(A.6)

Notice that the equations are suitable for both PMOS and NMOS transistors,

however, for the PMOS transistor, the gate-source, drain-source and source-bulk

voltages are negative values. The equation parameters for the NMOS are given in

Table A.1, and the process parameters are given in Table A.2 and for the PMOS in

Table A.3 and Table A.4.

Table A.1: NMOS transistor equation parameters.

Parameter Triode Region Saturation Region
kp(µA/V

2) 198.3 165
VT0 (V) 0.55 0.49
θ 0.15 0.087
α|VSB=0 1.29 1.29
γ(
√
V ) 0.67 0.67

φ0 (V) 1.3 1.3

Table A.2: NMOS transistor process parameters.

Parameter Value
Cox(F/m

2) 4.558 · 10−3

Cov(F/m) 1.2 · 10−10

φt (V) 0.027
Âkp = σ2

kp/k
2
p(m

−2) 24 · 10−18

ÂVT0
= σ2

VT0
/V 2

T0(m
−2) 181 · 10−18
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Table A.3: PMOS transistor equation parameters.

Parameter Triode Region Saturation Region
kp(µA/V

2) 54.6 64
VT0 (V) -0.74 -0.69
θ -0.13 -0.12
α|VSB=0 1.31 1.31
γ(V −1/2) -0.44 -0.44
φ0 (V) 0.52 0.52

Table A.4: PMOS transistor process parameters.

Parameter Value
Cox(F/m

2) 4.453 · 10−3

Cov(F/m) 1.2 · 10−10

φt (V) 0.027
Âkp = σ2

kp/k
2
p(m

−2) 50.4 · 10−18

ÂVT0
= σ2

VT0
/V 2

T0(m
−2) 222 · 10−18

138



Appendix B

Derivations

In this Appendix, the main circuit formulas are derived. The derivations will be

based in the transistor equation presented in Appendix A.

B.1 Wide Swing Cascode Current Mirror

The Wide Swing cascode current mirror is the circuit shown in Fig. B.1. In this

appendix, it is derived the minimum ratio W/L to implement the current mirror,

as well as the biasing voltage range. The derivation will be executed for a NMOS

current mirror, but it can be easily applicable for PMOS current mirrors as well.

1aM

1bM

2aM

2bM

oV

ini

bV

gV

2dV1dV

ini

Figure B.1: Wide swing cascode current mirror circuit.

We can de�ne the input current iin to range from iMIN to iMAX. The output

voltage Vo lowest value is de�ned by VoMIN. From the circuit, it can be seen that

Vd1 ≈ Vd2. Also, other relationships can be extracted, such as

VT1a = VT2a = VTa (B.1)

VT1b = VT2b = VTb (B.2)

β2 = Kβ1 (B.3)

To ensure proper operation of the current mirror, each transistor must operate
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in the saturation region. Transistors M1a and M2a operate in the saturation region

if

Vd ≥
Vg − VTa

α
(B.4)

To keep M1b in saturation, the condition to be met is

Vg − Vd ≥
Vb − Vd − VTb

α
(B.5)

Also, to keep M2b in saturation, the condition to be met is

VoMIN − Vd ≥
Vb − Vd − VTb

α
(B.6)

The current equations for the transistors are

iin =
β1
2α

(Vg − VTa)2 (B.7)

iin =
β1
2α

(Vb − Vd − VTb)2 (B.8)

from which we can obtain

Vg =

√
2αiin
β1

+ VTa (B.9)

Vd = Vb − VTb −
√

2αiin
β1

(B.10)

Applying (B.9) and (B.10) in conditions (B.4) a lower-bound for Vb can be ex-

pressed as

Vb ≥ VTb +

(
1 +

1

α

)√
2αiin
β1

(B.11)

which must be true for every value of iin. However, since the maximum value of

iin is given by iMAX, if (B.12) is true for iin = iMAX, it is true for every value of iin.

Thus, it can be written

Vb ≥ VTb +

(
1 +

1

α

)√
2αiMAX
β1

(B.12)
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The other two conditions give di�erent upper-bounds for Vb, expressed as

Vb ≤
(

2− 1

α

)√
2αiin
β1

+ VTa + VTb (B.13)

Vb ≤ VoMIN + VTb +

(
1− 1

α

)√
2αiin
β1

(B.14)

which must be true for every value of iin. However, since the minimum value of iin
is given by iMIN, if both upper-bounds are true for iin = iMIN, it is true for every

value of iin. Thus, they can be rewritten as

Vb ≤
(

2− 1

α

)√
2αiMIN
β1

+ VTa + VTb (B.15)

Vb ≤ VoMIN + VTb +

(
1− 1

α

)√
2αiMIN
β1

(B.16)

Depending on the value of VoMIN, one upper-bound is more restrictive than the

other, which leads to two cases.

B.1.1 Case 1: (B.16) is stronger than (B.15)

In this case, Vb will range between

VoMIN + VTb +

(
1− 1

α

)√
2αiMIN
β1

≥ Vb ≥ VTb +

(
1 +

1

α

)√
2αiMAX
β1

(B.17)

where, in order to be a realizable circuit, the following must be true

VoMIN + VTb +

(
1− 1

α

)√
2αiMIN
β1

≥ VTb +

(
1 +

1

α

)√
2αiMAX
β1

(B.18)

which can be simpli�ed to

VoMIN ≥
(

1 +
1

α

)√
2αiMAX
β1

−
(

1− 1

α

)√
2αiMIN
β1

(B.19)

VoMIN ≥
√

2α

β1

[(
1 +

1

α

)√
iMAX −

(
1− 1

α

)√
iMIN

]
(B.20)
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Squaring both sides leads to

V 2
oMIN ≥

2α

β1

[(
1 +

1

α

)√
iMAX −

(
1− 1

α

)√
iMIN

]2
(B.21)

from which β1 equation can be applied, �nally leading to(
W

L

)
M1

≥ 2α

kpV 2
oMIN

[(
1 +

1

α

)√
iMAX −

(
1− 1

α

)√
iMIN

]2
(B.22)

where α and kp are process parameters and VoMIN and iin are design variables. A

special situation happens when the input current is constant, where iMAX = iMIN =

iin. Thus, (B.22) simpli�es to (
W

L

)
M1

≥ 8iin
αkpV 2

oMIN

(B.23)

B.1.2 Case 2: (B.14) is stronger than (B.13)

In this case, Vb will range between

(
2− 1

α

)√
2αiMIN
β1

+ VTa + VTb ≥ Vb ≥ VTb +

(
1 +

1

α

)√
2αiMAX
β1

(B.24)

where, in order to be a realizable circuit, the following must be true

(
2− 1

α

)√
2αiMIN
β1

+ VTa + VTb ≥ VTb +

(
1 +

1

α

)√
2αiMAX
β1

(B.25)

which can be simpli�ed to

VTa ≥
(

1 +
1

α

)√
2αiMAX
β1

−
(

2− 1

α

)√
2αiMIN
β1

(B.26)

VTa ≥
√

2α

β1

[(
1 +

1

α

)√
iMAX −

(
2− 1

α

)√
iMIN

]
(B.27)

Squaring both sides leads to

V 2
Ta ≥

2α

β1

[(
1 +

1

α

)√
iMAX −

(
2− 1

α

)√
iMIN

]2
(B.28)

from which β1 equation can be applied, �nally leading to(
W

L

)
M1

≥ 2α

kpV 2
Ta

[(
1 +

1

α

)√
iMAX −

(
2− 1

α

)√
iMIN

]2
(B.29)
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where α, VTa and kp are process parameters and iin is a design variable. A special

situation happens when the input current is constant, where iMAX = iMIN = iin.

Thus, (B.29) simpli�es to (
W

L

)
M1

≥ 2(2− α)2iin
αkpV 2

Ta

(B.30)

In both cases, the right hand side of the inequality represents the minimum

ratio for a feasible current mirror. However, choosing a ratio close to the minimum

represents a short range of values for Vb, which can be a problem with fabrication

imperfections. It is best to use a ratio slightly higher than minimum to allow a

wider range of values for Vb.

B.2 Di�erential Pair Transconductance

The simple di�erential pair implemented with PMOS transistors is presented in

Fig. B.2. Both transistors have same dimensions, hence βa = βb = β. Also, they

have bulk-source connections to avoid body e�ect.

BI2

BI BIini ini

sV

2
dV−cmV2

dV+cmV bMaM

Figure B.2: Di�erential pair circuit.

The current equations, considering each transistor operating in the saturation

region, are given by

IB − iin =
β

2α

(
Vs − Vcm −

Vd
2
− VT0p

)2

(B.31)

IB + iin =
β

2α

(
Vs − Vcm +

Vd
2
− VT0p

)2

(B.32)

This equation system can be rewritten by square-rooting both sides, leading to

√
2α

β
(IB − iin) = Vs − Vcm −

Vd
2
− VT0p (B.33)
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√
2α

β
(IB + iin) = Vs − Vcm +

Vd
2
− VT0p. (B.34)

By subtracting (B.33) from (B.34), it leads to

Vd =

√
2α

β
(IB + iin)−

√
2α

β
(IB − iin) (B.35)

which can be rewritten as

Vd =

√
2αIB
β

(√
1 +

iin
IB
−
√

1− iin
IB

)
(B.36)

The transconductance can be obtained using

GmSDP =

(
dVd
diin

)−1
(B.37)

and the derivative is given by

dVd
dio

=

√
2αIB
β

 1

2IB

1√
1 + iin

IB

+
1

2IB

1√
1− iin

IB

 (B.38)

dVd
dio

=
1

2IB

√
2αIB
β


√

1 + iin
IB

+
√

1− iin
IB√

1−
(
iin
IB

)2
 (B.39)

Applying (B.39) to (B.37), the transconductance is �nally given by

GmSDP =

√
βIB
2α

2

√
1−

(
iin
IB

)2
√

1 + iin
IB

+
√

1− iin
IB

(B.40)

B.3 Current Squarer

The current squarer is a part of the current multiplier. The circuit is presented in

Fig. B.3. All the transistor have same dimensions, thus β1a = β1b = β1c = β1d =

β1e = β. Transistors M1b and M1c constitute a current mirror, and transistors M1d

and M1e are responsible to set voltage node VM . To be realizable, transistors must

be bulk-source connected, thus canceling body e�ect. The derivation performed here

is easily applicable to a PMOS implementation.

From the circuit it can be obtained

io = ID1a + ID1c (B.41)
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b1M c1M e1M

MV

gV

Figure B.3: Current squarer circuit.

and M1b and M1c constitute a current mirror, ID1c = ID1b = ID1a + iin. Hence

io = 2ID1a + iin (B.42)

Considering every transistor operating in the saturation region, we have

ID1a =
β

2α
(VM − Vg − VT )2 (B.43)

and Vg is given by

Vg = VT +

√
2α(ID1a + iin)

β
(B.44)

which can be applied to (B.43), leading to

ID1a =
β

2α

(
VM − VT −

√
2α(ID1a + iin)

β
− VT

)2

(B.45)

To simplify, let VX = VM − 2VT . (B.45) can be expanded to

�
�
�
�2αID1a

β
=

(
V 2
X − 2VX

√
2α(ID1a + iin)

β
+
�
�
�
�2αID1a

β
+

2αiin
β

)
(B.46)

2VX

√
2α(ID1a + iin)

β
= V 2

X +
2αiin
β

(B.47)√
2α(ID1a + iin)

β
=
VX
2

+
αiin
βVX

(B.48)

Squaring both sides of (B.48) leads to

2αID1a

β
+

2αiin
β

=
V 2
X

4
+
αiin
β

+

(
αiin
βVX

)2

(B.49)
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2αID1a

β
=
V 2
X

4
− αiin

β
+

(
αiin
βVX

)2

(B.50)

ID1a =
βV 2

X

8α
− iin

2
+

αi2in
2βV 2

X

(B.51)

Finally, (B.51) can be applied to (B.42), leading to

io =
βV 2

X

4α
− iin +

αi2in
βV 2

X

+ iin (B.52)

where VX can be applied, and (B.52) is rewritten as

io =
β(VM − 2VT )2

4α
+

αi2in
β(VM − 2VT )2

(B.53)

The voltage VM is obtained from transistors M1d and M1e. From the circuit, we

obtain

VM = Vgs1d + Vgs1e = 2VT + 2

√
2αIM
β

(B.54)

and applying it to (B.53) leads to

io =
β 8αIM

β

4α
+

αi2in
β 8αIM

β

(B.55)

io = 2IM +
i2in

8IM
(B.56)

The �nal results shows that the output is proportional to i2in scaled by the current

IM . A DC term is also presented at the output.

B.3.1 Biasing Current Limits

The current through M1a must be observed for proper operation. Applying VX to

(B.51) leads to

ID1a =
β 8αIM

β

8α
− iin

2
+

αi2in
2β 8αIM

β

= IM −
iin
2

+
i2in

16IM
(B.57)

which can be expressed in a compact way by

ID1a =
1

IM

(
IM −

iin
4

)2

(B.58)

For seamless operation, M1a must be kept into strong inversion through whole input

range. The inversion coe�cient IC from model EKV is a great way to de�ne the

146



type of inversion. To guarantee strong inversion, IC ≥ 10. From Appendix A, where

transistors parameters are displayed, we obtain

ID1a

2αφ2
Tkp

W
L

≥ 10 (B.59)(
IM − iin

4

)2
2IMαφ2

Tkp
W
L

≥ 10 (B.60)

where an upper-bound for W
L
ratio is given by

W

L
≤
(
IM − iin

4

)2
20IMαφ2

Tkp
(B.61)

The biasing voltage VM is determined by the biasing current IM . If the voltage

VM is too high, M1a may operate in triode. To operate in the saturation region, the

following must be true

VoMIN − Vg ≥
VM − Vg − VT

α
(B.62)

αVoMIN ≥ VM + (α− 1)Vg − VT (B.63)

where VM is given by (B.54). Vg is given by (B.44), which depends on ID1a. Applying

(B.58) leads to

Vg = VT +

√
2α

βIM

(
IM +

iin
4

)2

(B.64)

The inequality becomes

αVoMIN ≥ αVT + 2

√
2αIM
β

+ (α− 1)

√
2α

βIM

(
IM +

iin
4

)2

(B.65)

or on a compact form

α(VoMIN − VT ) ≥
√

2α

βIM

[
2IM + (α− 1)

(
IM +

iin
4

)]
(B.66)

α(VoMIN − VT ) ≥
√

2α

βIM

[
(α + 1)IM + (α− 1)

iin
4

]
(B.67)

Squaring both sides leads to

α2(VoMIN − VT )2 ≥ 2α

βIM

[
(α + 1)IM + (α− 1)

iin
4

]2
(B.68)
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Thus, an lower bound for W/L is given by

W

L
≥ 2

kpIMα(VoMIN − VT )2

[
(α + 1)IM + (α− 1)

iin
4

]2
(B.69)

In order to be realizable, the lower bound should be less than the upper bound.

Thus, the condition is given by

(
IM − iin

4

)2
20IMαφ2

Tkp
≥ 2

kpIMα(VoMIN − VT )2

[
(α + 1)IM + (α− 1)

iin
4

]2
(B.70)

which simpli�es to(
IM −

iin
4

)2

≥ 40φ2
T

(VoMIN − VT )2

[
(α + 1)IM + (α− 1)

iin
4

]2
(B.71)

Let

Av =
40φ2

T

(VoMIN − VT )2
(B.72)

Thus the inequality is rearranged to(
IM −

iin
4

)2

− Av
[
(α + 1)IM + (α− 1)

iin
4

]2
≥ 0 (B.73)

Expanding the squared terms leads to

I2M
[
1− Av(α + 1)2

]
− IM iin

2

[
1 + Av(α

2 − 1)
]

+
i2in
16

[
1− Av(α− 1)2

]
≥ 0 (B.74)

where the minimum biasing current, IMMIN leads to a second degree equation. The

solutions are given by

IMMIN =
iin
4

[
1 + Av(α

2 − 1)± 2α
√
Av

1− Av(α + 1)2

]
(B.75)

or on a more compact way

IMMIN =
iin
4

[
(1± α√Av)2 − Av

1− Av(α + 1)2

]
(B.76)

Since Av must be positive, the maximum solution is given for the maximum input

current iinMAX and for the positive sign. Hence

IMMIN =
iinMAX

4

[
(1 + α

√
Av)

2 − Av
1− Av(α + 1)2

]
(B.77)
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Appendix C

Error Analysis

The goal of this Appendix is to observe how non-ideal e�ects on the circuit building

blocks a�ects the measurement result. To begin this analysis, we must establish a

way to model these non-ideal e�ects that can a�ect the �nal measurement result.

These errors falls into two categories: deterministic errors and random errors. De-

terministic errors are derived from Mosfet's second-order e�ects, such as channel

modulation, body e�ect and parasitic components [66]. Even though they are pos-

sible to determine, attempting to consider them while designing the circuit would

lead to extensive calculations, due to its complexity. Thus, we consider them non-

linearities.

Random errors arise from imperfections during manufacturing which result in

di�erent characteristics between identically design circuits [66, p. 585-592]. These

imperfections are expressed by two class of errors: mismatch and process parameters

variation. While the latter one a�ects the circuits globally and it can be avoided

with a careful physical design (layout), mismatch is very unpredictable and it a�ects

the circuit locally (from building block to building block) and also globally (from

circuit dye to circuit dye). Nonetheless, due to great research work done by Pelgrom

[47], it is possible to design the circuit considering mismatch statistical variation

and achieve a desired fabrication yield, making manufacture possible.

Throughout this analysis, we will work with the �rst order errors, so that linearity

properties of the system are kept. Higher order errors will be considered as non-

linearities and will not be treated in this analysis. First order errors, on the other

hand, are expressed in the analysis by a gain error and an o�set error.

The gain error behaves as a constant term multiplying the transfer function of

the system. Since most of our circuit are composed current mirrors, mismatch will

be the main cause of gain error.

The o�set behaves as a constant term added into the system. Therefore, when

no signal is applied to the system, a constant output is observed. Due to linearity

properties, this o�set is often modeled as another input into the system. However,
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to analyze the discrete-time system using a unilateral Z-transform, the o�set must

be a causal input, thus it must be multiplied by a Heaviside step function u[n],

where

u[n] =

0, n < 0

1, n ≥ 0
(C.1)

and it is represented on the Z-domain by U(z), where

U(z) =
1

1− z−1 (C.2)

To simplify the analysis, we will use superposition theorem for linear systems

[67, p. 106] which allows a separate analysis for each system input. Thus, the �nal

gain error will be obtained with an o�set equal to zero and the �nal o�set will be

obtained with an system input equal to zero.

To perform this analysis we adopt an bottom-top strategy, going from building

blocks to all-pass section, passing through the all-pass transfer function, until we

reach the whole system. The greek letters α and β were used to denote gain error

and o�set, respectively.

C.1 Non-Ideal E�ects on Building Blocks

Four building blocks were used to build the structurally all-pass section (SAPS) that

composes the Hilbert transformer. The current memory cell, di�erential current

mirror, output copy and the coe�cient gain block. However, the consequences of

errors into the coe�cient are much bigger, since it a�ects the transfer function

directly. That was the main reason to develop the coe�cient sharing technique

presented on Chapter 3.3. Thus, the coe�cient error is not considered on this

analysis.

C.1.1 Current Memory Cell

Ideally, a current memory cell (CMC) is a perfect half-unit delay with a signal

inversion, as pictured in Fig C.1a. However,the need for a larger loop gain led the

choice of a Zero-Voltage Switching (ZVS) architecture, as explained in Chapter 5.1.

The main advantage of the chosen CMC is the absence of signal dependent error (or

high-attenuation, making it negligible). Therefore, the ZVS-CMC is only a�ected

by o�set error, and it results into the system of Fig C.1b. Since the CMCs are used

into the all-pass section as a cascade of four CMCs, as shown in Fig C.1c, to simplify

system analysis we will condensate them into a single block and observe the o�set
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behavior.

1φ 2φ

1φ

(a)

1φ 2φ

1φ

+

+

mβ

(b)

2φ1φ

1φ

+

+

1β

1φ

2φ

+

+

2β

2φ

1φ

+

+

3β

1φ

2φ

+

+

4β

(c)

Figure C.1: Block representation of an ideal current memory cell (a) and a Zero-
voltage switching current memory cell (b). A cascade of four ZVS-CMC blocks
(c).

To �nd the cascade's �nal o�set we use superposition, hence the input current

is grounded and the output is observed. From Fig C.1c, we obtain

βCD(z) =
[
−β1z−

3
2 + β2z

−1 − β3z−
1
2 + β4

]
U(z) (C.3)

To obtain the o�set value after the transient, we can use the �nal value theorem

(FVT), which states [67, p. 460]

lim
t→∞

f(t) = lim
z→1

(z − 1)F (z) (C.4)

Applying the FVT to βCD(z), we obtain

βCD = lim
z→1
���

�(z − 1)
[
−β1z−

3
2 + β2z

−1 − β3z−
1
2 + β4

] z

���z − 1
(C.5)

βCD = − β1 + β2 − β3 + β4 (C.6)

The o�set of a single CMC is not deterministic, and not only can have a local

variation - i.e between current memory cells inside the same integrated circuit -

due to mismatch and process gradient, but also can have a global variation - i.e

between di�erent integrated circuit - due to process parameters variation. So, it is

modeled using a normal distribution with a non-zero mean value, since the zero-

voltage switching architecture is being used. However, each o�set has same average

and standard deviation, which are expressed by
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βm = βCMC, for m=1,2,3,4. (C.7)

and

σβm = σβCMC , for m=1,2,3,4. (C.8)

A sum of normal distributions is also a normal distribution, with the mean value

given by

βCD = −β1 + β2 − β3 + β4 = 0 (C.9)

and variance given by

σ2
βCD

= σ2
β1

+ σ2
β2

+ σ2
β3

+ σ2
β4

= 4σ2
βCMC

(C.10)

The cascade of CMCs will be represented by the block diagram from Fig. C.2.

+

+

CDβ

Figure C.2: Block representation of a cascade of four current memory cells.

C.1.2 Di�erential Current Mirror

The di�erential current mirror (DCM) is a crucial block in our system, since it is

responsible for creating both positive and negative copies of the input signal. Its

ideal implementation is shown in Fig. C.3, but is repeated here for clarity.

BI2 BI2

BI BI BI

ini

ini

ini ini−

1M 3M 4M 2M

Figure C.3: Di�erential Current Mirror implementation.

The transistor matching in this circuit is essential for the well-behavior of the

whole system. However, because of its structure, some interesting properties are
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maintained. The use of two di�erential pairs, M1-M2 and M3-M4, generates a

symmetry between both output curves. A mismatch between transistors on the

same pair does not a�ect the di�erential signal, and it creates a common-mode,

which will be modeled as an o�set. Mismatch between the mirrors, i.e M1-M3 and

M2-M4, will introduce a gain error into the current transfer curve. Nonetheless,

this gain error can be designed to meet the desired yield using Pelgrom's mismatch

models [47].

The key point on this circuit is that, since the input current circulates through

M3-M4, the gain error will be equal for both output paths, and therefore not a�ecting

the coe�cient value of the all-pass section.

Another mismatch that can occur is between the current sources. Since they

will be implemented by transistors as well, they are subject to non-ideal e�ects as

well. Thus, the o�set on each output can be di�erent. A possible block diagram

representation of the DCM with gain and o�set is presented on Fig. C.4a. The two

o�set components, β1 and β2 can be distributed using linearity properties of linear

systems, and leading to the representation of Fig. C.4b.

Differential
Current Mirror

ini

ai

ai·)DCMα+(1

+
+

+

+

2β

1β

(a)

Differential
Current Mirror

ini

ai

ai·)DCMα+(1

+

+

+

DCMβ
+

inβ +

(b)

Figure C.4: Block representation of a di�erential current mirror with asymmetric
o�set errors (a) and with symmetric o�set errors (b).

It is easy to see that

βDCM =
β1 + β2

2
(C.11)

and

βin =
β1 − β2

2(1 + αDCM)
(C.12)

C.1.3 Output Copy Current Mirror

The output copy is performed by a basic current mirror. Similarly to the di�erential

current mirror, a mismatch between the mirror's transistors introduces a gain error

into the copy, which can be controlled to meet yield speci�cations. A mismatch
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between the current sources, however, introduces an o�set at the output. The block

representation of the output copy with gain error and o�set is presented in Fig. C.5.

ci

oi

ci·)OCα+(1

+
+

OCβ

Figure C.5: Block representation of an output copy current mirror.

C.1.4 From Building Blocks to All-Pass Section

After modeling the errors on each building block, we can substitute them into the

structurally all-pass section (SAPS), resulting in Fig. C.6. The subscript i represents

the all-pass transfer function index and j the all-pass section index. Thus, the SAPS

pictured in Fig. C.6 is the j'th all-pass section into the i'th all-pass transfer function.

xi

ci

oi

Differential
Current Mirror

ini

2−zci

ai

xiijk

+

+

+

+

DCM, βDCMα

OC, βOCα

ai·)DCMα+(1

+
+

+

+

DCMβ

DCMβ

+ CDTβ ci·)OCα+(1

+
+

OCβ

ai)DCMα+(1 + DCMβ

ai)DCMα+(1 + DCMβ

CDTβ

CDBβ

+

inβ

ij

ij

ij

ij

ij

ij

ij

ij

ij ij

ijij

ij ij

ij ij

ij

Figure C.6: Block diagram of a structurally all-pass section with gain error and
o�set from building blocks.

To obtain the total gain error, we use the superposition theorem and ground the

o�sets. From the block diagram, we obtain

io|β=0 = (1 + αOCij)(1 + αDCMij
)Aij(−z2)iin (C.13)

where
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Aij(−z2) =
−z−2 + kij
1− kijz−2

, (C.14)

Since both gain errors αOCij and αDCMij
� 1, we can approximate (C.13) by

io|β=0 ≈ (1 + αij)Aij(−z2)iin (C.15)

where αij is the total gain error of the j'th all-pass section into the i'th all-pass

transfer function, whose value is given by

αij = αOCij + αDCMij
(C.16)

The resulting gain error is a random variable with mean value given by

αij = αOC + αDCM = 0 (C.17)

and variance given by

σ2
αij

= σ2
αOC

+ σ2
αDCM

(C.18)

To obtain the total o�set error of the all-pass section, we ground the input, and

consider just the o�sets. Thus, we have

io|iin=0 = (1 + αOCij)ic + βOCijU(z) (C.19)

where

ic|iin=0 =
{
βCDBij + kij

[
βDCMij

+ βCDTij + (1 + αDCMij
)βinij

]
+ z−2[βDCMij

− (1 + αDCMij
)βinij ] }

U(z)

1− kijz−2
(C.20)

This o�set has a transient, and we are interested into the constant value at the

end. Therefore, we use the FVT and get

βij = lim
z→1

(z − 1) io(z)|iin=0 (C.21)

where after applying (C.20) into (C.19) leads to

βij = lim
z→1
���

�(z − 1)(1 + αOC)
[
βCDBij + kij

(
βDCMij

+ βCDTij + (1 + αDCMij
)βinij

)
+ z−2(βDCMij

− (1 + αDCMij
)βinij) ]

z

��
��(z − 1)(1− kijz−2)

(C.22)

155



which simpli�es to

βij = (1 +αOCij)

[
βCDBij + kijβCDTij + βDCMij

(1 + kij)

1− kij
− (1 + αDCMij

)βinij

]
+βOCij

(C.23)

The resulting o�set error is a random variable with mean value given by

βij = (1 + αOC)

[
(βCD + βDCM)

(
1 + kij
1− kij

)
− (1 + αDCM)βin

]
+ βOC = 0 (C.24)

and variance given by

σ2
βij
≈
(
σ2
βCD

+ σ2
βDCM

)(1 + kij
1− kij

)
+ σ2

βin
+ σ2

βOC
(C.25)

The �nal relationship between input and output is given by

io = (1 + αij)Aij(−z2)iin + βij (C.26)

and it is represented in Fig C.7. One can see that the gain and o�set errors from

building blocks do not a�ect the transfer function of the Hilbert transformer and by

extension, its phase error. Thus, we can consider the phase error independent from

the gain and o�set errors of building blocks.

+ +

+

ijβ

ijα

oiini

Figure C.7: Equivalent block representation of a structurally all-pass section.

C.1.5 From All-Pass Section to All-Pass Transfer function

To implement a Hilbert transformer, depending on its speci�cations, it is needed a

cascade of all-pass section. Thus, we need to observe how the gain error and o�set

on each all-pass section a�ect the whole transfer function.

Remembering (2.25) from Chapter 2, the all-pass transfer functions to implement

the Hilbert transformer can be represented by

Ai(−z2) =

Ni∏
j=1

Aij(−z2) =

Ni∏
j=1

kij − z−2
1− kijz−2

, for i=1,2, (C.27)

when ideal all-pass sections are used. Considering the all-pass section representation
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from Fig. C.7, the cascade of all-pass section which implements the all-pass transfer

function can be represented by Fig. C.8.

+ +

+ini

+ +

+ oi

iiNβ

iiNα

1iβ

1iα

Figure C.8: Block diagram of a cascade of Ni structurally all-pass sections.

In a cascade of all-pass sections, the output of the previous section works as

an input for the next section. To �nd the gain and o�set errors, the superposition

theorem is used once again. Each o�set is set equal to zero, and the input current

iin path is observed at the output, resulting in

io|β=0 =

[
Ni∏
j=1

(1 + αij)Aij(−z2)
]
iin (C.28)

which after applying (C.27) leads to

io|β=0 =

[
Ni∏
j=1

(1 + αij)

]
Ai(−z2)iin (C.29)

Since αij � 1, the crossed terms are negligible and it result into

io|β=0 = (1 + αi)Ai(−z2)iin (C.30)

where

αi =

Ni∑
j=1

αij =

Ni∑
j=1

(
αOCij + αDCMij

)
(C.31)

and it is a random variable with mean value given by

αi =

Ni∑
j=1

αij = 0 (C.32)

and its variance given by

σ2
αi

=

Ni∑
j=1

σ2
αij

= (σ2
αOC

+ σ2
αDCM

)

Ni∑
j=1

1 = Ni(σ
2
αOC

+ σ2
αDCM

) (C.33)

To obtain the total o�set, the input current is set to zero and the output is

observed. From Fig. C.8, we obtain
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io(z)|iin=0 =

Ni∑
j=1

{
βijU(z)

[
Ni∏

k=j+1

(1 + αik)Aik(−z2)
]}

(C.34)

To obtain the value after the transient, we use the FVT and get

βi = lim
z→1

(z − 1) io(z)|iin=0 (C.35)

βi =

Ni∑
j=1

{
βij · 1

[
Ni∏

k=j+1

(1 + αik)

(
kik − 1

1− kik

)]}
(C.36)

βi =

Ni∑
j=1

{
βij

[
Ni∏

k=j+1

(1 + αik)(−1)

]}
=

Ni∑
j=1

[
βij(−1)Ni−j

Ni∏
k=j+1

(1 + αik)

]
(C.37)

and since αik � 1, the crossed terms are negligible and (C.37) can be simpli�ed to

βi ≈
Ni∑
j=1

(−1)Ni−jβij

(
1 +

Ni∑
k=j+1

αik

)
. (C.38)

βi is a random variable with mean value given by

βi =

Ni∑
j=1

(−1)Ni−jβij

(
1 +

Ni∑
k=j+1

αik

)
= 0 (C.39)

and since βij and αik are independent, the variance of βi is given by

σ2
βi

=

Ni∑
j=1

σ2
βij

(
1 +

Ni∑
k=j+1

σ2
αik

)
(C.40)

C.1.6 From All-Pass Transfer Functions to Reactive Power

Measurement System

The method chosen for measuring reactive power in this dissertation was the 'two

Hilbert transformer' method presented on Chapter 3.2.3. For clarity, the method's

block diagram will be repeated here with o�set and gain error added to the system,

resulting on Fig C.9.
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Figure C.9: Reactive power measurement system using two Hilbert transformers
with all-pass transfer functions with gain and o�set errors.

The voltage signals uip(n) and uqp(n) were derived on equations (3.6) and (3.23),

respectively. The current signals iip(n) and iqp(n) are described on (3.22) and (3.13),

respectively. After the multiplication, we obtain the top transformer component

q̃t(n) = (1+α1T)(1+α2T)uip(n)iqp(n)+β1T(1+α2T)iqp(n)+β2T(1+α1T)uip(n)+β1Tβ2T

(C.41)

and the bottom component

q̃b(n) = (1+α1B)(1+α2B)iip(n)uqp(n)+β1B(1+α2B)uqp(n)+β2B(1+α1B)iip(n)+β1Bβ2B

(C.42)

As explained before, each component will have 2N + 1 harmonics, and we are

interested on the DC ones q̃t0 and q̃b0, given by

q̃t0 = (1 + α1T)(1 + α2T)
N∑
k=1

VkIk sin (ϕk − εk) + β1Tβ2T (C.43)

and

q̃b0 = (1 + α1B)(1 + α2B)
N∑
k=1

VkIk sin (−ϕk − εk) + β1Bβ2B (C.44)
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After the low-pass �lter with cuto� frequency below the fundamental, only the

DC component passes, leading to

Q̃ =
1

2
[q̃t0 − q̃b0] (C.45)

Q̃ =
1

2

N∑
k=1

VkIk [(1 + α1T)(1 + α2T) sin(ϕk − εk)

− (1 + α1B)(1 + α2B) sin (−ϕk − εk)] + βQ

(C.46)

where

βQ =
1

2
(β1Tβ2T − β1Bβ2B) (C.47)

Some simpli�cations can be made, since the coe�cient sharing all-pass section

will be used on our system. When using coe�cient sharing all-pass sections, both

top and bottom transfer functions have the same gain error, thus α1T = α1B = α1

and α2T = α2B = α2. Therefore (C.46) can be simpli�ed to

Q̃ =
1

2
(1 + α1)(1 + α2)

N∑
k=1

VkIk [sin(ϕk − εk)− sin(−ϕk − εk)] + βQ (C.48)

Q̃ = (1 + α1)(1 + α2)
N∑
k=1

VkIk sin(ϕk) cos(εk) + βQ (C.49)

Q̃ ≈ (1 + α1 + α2)
N∑
k=1

Qk

(
1− 1

2
ε2k

)
+ βQ (C.50)

where, after applying (C.31) leads to

Q̃ ≈ (1 + αQ) ·
N∑
k=1

Qk

(
1− 1

2
ε2k

)
+ βQ (C.51)

with

αQ =

N1∑
j=1

(
αOC1j

+ αDCM1j

)
+

N2∑
j=1

(
αOC2j

+ αDCM2j

)
(C.52)

Some important points can be observed from the �nal result. Firstly, the gain

error of the measurement is the sum of the gain errors from each di�erential current

mirror and output copy current mirrors of the system. Also, the gain error is inde-

pendent of the reactive power value. This allows a calibration routine to compensate

for the gain errors of these blocks. Secondly, the o�set error βQ, expressed by (C.47),
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consists in a product of two o�sets. Since each o�set is small, their product becomes

insigni�cant when compared to the other terms of (C.51). Lastly, it can be seen

that the e�ect of the phase error εk in the measurement result is signal-dependent.

Therefore, it cannot be predicted beforehand.

Since αQ and βQ are random variables, their mean and variance can be obtained.

For αQ, the mean value is given by

αQ =

N1∑
j=1

(αOC + αDCM) +

N2∑
j=1

(αOC + αDCM) = 0 (C.53)

and variance given by

σαQ = (N1 +N2)
(
σ2
αOC

+ σ2
αDCM

)
. (C.54)

For βQ, the mean value is given by

βQ =
1

2
(β1 · β2 − β1 · β2) = 0 (C.55)

and variance given by

σβQ =
1

4
(σ2

β1
σ2
β2

+ σ2
β1
σ2
β2

) =
σ2
β1
σ2
β2

2
(C.56)
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Appendix D

Mismatch on Transistors

During the manufacturing process of an integrated circuits, the parameters that

dictates circuit operation, such as gate oxide capacitance, mobility, and many other,

are subject to random variations in their nominal values. In order to mitigate these

errors and obtain a design yield, a mathematical model was developed by Pelgrom

[47]. In this Appendix, his models are presented and a deep study of the e�ects of

these random errors into the circuits implemented in this work is performed.

D.1 Propagation of Uncertainty

The propagation of uncertainty is the e�ect of variables' errors on a function of these

variables. Consider a function of n variables f , where the variables are represented

by a vector ~x = 〈x1, x2, ..., xn〉. f(~x) can be approximated using Taylor expansion

and truncating on a �rst order term, leading to

f(~x) ≈ f(x) +
n∑
i

∂f

∂xi

∣∣∣∣
x

xi (D.1)

where x = 〈x1, x2, ..., xn〉. The variance of function f is given by

σ2(f) =
n∑
i

n∑
j

∂f

∂xi

∣∣∣∣
x

∂f

∂xj

∣∣∣∣
x

σ(xi)σ(xj)Rij (D.2)

where Rij is the correlation between random variables xi and xj. Since Rij = 1

when i = j, (D.2) can be rewritten as

σ2(f) =
n∑
i

(
∂f

∂xi

∣∣∣∣
x

)2

σ2(xi) +
n∑
i

n∑
j 6=i

∂f

∂xi

∣∣∣∣
x

∂f

∂xj

∣∣∣∣
x

σ(xi)σ(xj)Rij (D.3)

When random variables xi and xj are independent, Rij = 0. Thus, (D.3) can be
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simpli�ed to

σ2(f) =
n∑
i

(
∂f

∂xi

∣∣∣∣
x

)2

σ2(xi) (D.4)

D.2 Pelgrom Models for Mismatch

In his work [47], Pelgrom derived the variance of a parameter P between two rect-

angular devices, which is expressed by

σ2(∆P ) =
A2
P

WL
+ S2

PD
2 (D.5)

where ∆P is the di�erence between two devices with equal dimmensions (W and

L), AP is the area proportionality constant for parameter P , SP is the spacing

proportionality constant for parameter P and D is the distance between the two

devices. From (D.5), it can be seen that the mismatch between two devices is

inversely proportional to device area and proportional to their distance. However,

for distances under 1mm [68], the term S2
PD

2 can be neglected.

The model derived by Pelgrom can be employed to observe matching properties

between MOS transistors. Many process parameters can su�er from manufacturing

imperfections, such as mobility (µ), oxide thickness (tox), and others. In this work it

will be considered a variation on current gain kp and threshold voltage VT0, to sim-

plify and allow analytic evaluation of mismatch e�ects on various circuits. However,

mismatch is a far more complex problem, and higher precision models were already

derived [69].

The Pelgrom equations considered in this work are given by

σ2(VT0) =
A2
VT0

WL
(D.6)

σ2(kp) =
A2
kp

WL
(D.7)

For simplicity, it will be used a relative variance, given by

σ̂2(VT0) =
σ2(VT0)

V 2
T0

=
Â2
VT0

WL
(D.8)

σ̂2(kp) =
σ2(kp)

k2p
=
Â2
kp

WL
(D.9)

where the latter term can also appear implicit in β = kpW/L. The relationship

between them is given by
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σ̂2(β) =
σ2(β)

β2
=
σ2(kp)

(
W
L

)2
k2p
(
W
L

)2 =
σ2(kp)

k2p
= σ̂2(kp) (D.10)

Another important issue to address is that Pelgrom modeled the parameter vari-

ation between two devices. To �nd the area proportionality constant for a single

transistor, the parameter must be divided by two. Through the next sections, the

analysis are made considering a single transistor variation, so the value of AP will

already consider divided by 2.

D.3 Mismatch on a Current Mirror

Consider the simple current mirror presented in Fig. D.1. Both transistors Ma and

Mb are implemented, respectively, by Na and Nb unitary transistors with width W

and length L in parallel, where Na and Nb are integers.

bMaMini

oi

bN:aN

gV

Figure D.1: Simple current mirror circuit.

From the circuit, we have

iin =
kpaNa

W
L

2α
(Vg − VT0a)2 (D.11)

io =
kpbNb

W
L

2α
(Vg − VT0b)2 (D.12)

Applying the propagation of uncertainty on both current equation, we obtain

0 =
Na

W
L

2α
(Vg − VT0)2∆kpa +

2kpNa
W
L

2α
(Vg − VT0)∆Vg −

2kpNa
W
L

2α
(Vg − VT0)∆VT0a

(D.13)

∆io =
Nb

W
L

2α
(Vg − VT0)2∆kpb +

2kpNb
W
L

2α
(Vg − VT0)∆Vg −

2kpNb
W
L

2α
(Vg − VT0)∆VT0b

(D.14)

The above system can be solved for the output current variation ∆io, by isolating

∆Vg on top equation and applying it on bottom one, leading to
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∆io =
Nb

W
L

2α
(Vg − VT0)2∆kpb −

Nb
W
L

2α
(Vg − VT0)2∆kpa

+
kpNb

W
L

α
(Vg − VT0)∆VT0a −

kpNb
W
L

α
(Vg − VT0)∆VT0a (D.15)

∆io =
Nb

W
L

2α
(Vg − VT0)2(∆kpb −∆kpa) +

kpNb
W
L

α
(Vg − VT0)(∆VT0a −∆VT0b)

(D.16)

From the nominal current equation of Ma, we can obtain

Vg − VT0 =

√
2αiinL

kpNaW
(D.17)

which can be applied to (D.16), leading to

∆io =
Nb

W
L

2α

2αiinL

kpNaW
(∆kpb −∆kpa) +

kpNb
W
L

α

√
2αiinL

kpNaW
(∆VT0a −∆VT0b) (D.18)

∆io =
Nb

Na

iin
kp

(∆kpb −∆kpa) +
Nb√
Na

√
kp

W
L

α

√
2iin(∆VT0a −∆VT0b) (D.19)

The variance of ∆io is given by

σ2(∆io) =

(
Nb

Na

iin
kp

)2

(σ2(kpb) + σ2(kpa)) +
N2
b

Na

2kpWiin
αL

(σ2(VT0a) + σ2(∆VT0b))

(D.20)

and considering io = Nb
Na
iin, applying the relative variance in (D.20) leads to

N2
b

N2
a

i2inσ̂
2(∆io) =

(
Nb

Na

iin
kp

)2

k2p(σ̂
2(kpb)+σ̂

2(kpa))+
N2
b

Na

2kpWiin
αL

V 2
T0(σ̂

2(VT0a)+σ̂
2(∆VT0b))

(D.21)

which simpli�es to

σ̂2(∆io) = σ̂2(kpb) + σ̂2(kpa) +
2NakpWV 2

T0

iinαL
(σ̂2(VT0a) + σ̂2(∆VT0b)) (D.22)

Pelgrom equations can be applied in (D.22), leading to
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σ̂2(∆io) =
Â2
kp

NaWL
+

Â2
kp

NbWL
+

2NakpWV 2
T0

iinαL

(
Â2
VT0

NaWL
+

Â2
VT0

NaWL

)
(D.23)

σ̂2(∆io) =
Â2
kp

WL

(
Na +Nb

NaNb

)
+
Â2
VT0

WL

2NakpWV 2
T0

iinαL

(
Na +Nb

NaNb

)
(D.24)

The ratio R = W/L is a constraint for the current mirrors designed throughout this

work, so it is applied to (D.24), leading to the �nal result, expressed by

σ̂2(∆io) =
1

L2

(
Na +Nb

Nb

)[
Â2
kp

1

RNa

+ Â2
VT0

2kpV
2
T0

iinα

]
(D.25)

D.4 Di�erential Pair Transconductance Variation

To obtain the transconductance variation for a di�erential pair, the transconduc-

tance of the pair must be derived. The di�erential pair is pictured in Fig. D.2.

BI2

BI BIini ini

sV

2
dV−cmV2

dV+cmV bMaM

Figure D.2: Di�erential pair circuit.

The current equations, considering each transistor operating in the saturation

region, are given by

√
2α

βa
(IB − iin) = Vs − Vcm −

Vd
2
− VTa (D.26)√

2α

βb
(IB + iin) = Vs − Vcm +

Vd
2
− VTb (D.27)

and the subtraction of (D.26) from (D.27) leads to√
2α

βa
(IB + iin)−

√
2α

βa
(IB − iin) = Vd + VTa − VTb (D.28)

The transconductance is obtained by an implicit di�erentiation on each side of

(D.28) with respect to Vd, which is expressed by
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2α

βb

2

√
2α

βb
(IB + iin)

diin
dVd

+

2α

βa

2

√
2α

βa
(IB − iin)

diin
dVd

= 1 (D.29)

The modulation index mi, de�ned as the ratio between input current and bias

current, i.e. mi = iin/IB, can be applied to (D.29), leading to
2α

βb

2

√
2αIB
βb

(1 +mi)

+

2α

βa

2

√
2αIB
βa

(1−mi)

 diindVd
= 1 (D.30)

which after some simpli�cations and using gm = diin/dVd, we obtain
√
α

βb√
2IB(1 +mi)

+

√
α

βa√
2IB(1−mi)

 gm = 1 (D.31)

where gm can be isolated and expressed by

gm(mi) =

√
2IB
α

[ √
βaβb

√
1−m2

i√
βb
√

1 +mi +
√
βa
√

1−mi

]
(D.32)

The nominal value of the transconductance is given when βa = βb = β, which

leads to

gm(mi)

∣∣∣∣
βa=βb=β

=

√
2IBβ

α
G(mi) (D.33)

where

G(mi) =

√
1−m2

i√
1 +mi +

√
1−mi

(D.34)

Applying the propagation of uncertainty, the transconductance variation is ex-

pressed as

∆gm(mi) =
∂gm

∂βa

∣∣∣∣
βa=βb=β

∆βa +
∂gm

∂βb

∣∣∣∣
βa=βb=β

∆βb (D.35)

where the partial derivatives are expressed by

∂gm

∂βa
=

1

2

√
2IB
α

√
1−m2

i

√
1 +mi

βb√
βa

(
√
βb
√

1 +mi +
√
βa
√

1−mi)2
(D.36)

and

167



∂gm

∂βb
=

1

2

√
2IB
α

√
1−m2

i

√
1−mi

βa√
βb

(
√
βb
√

1 +mi +
√
βa
√

1−mi)2
(D.37)

Applying (D.36) and (D.37) to (D.35) leads to

∆gm(mi) =


1

2

√
2IBβ

α

√
1−m2

i

√
1 +mi

β(
√

1 +mi +
√

1−mi)2

∆βa+


1

2

√
2IBβ

α

√
1−m2

i

√
1−mi

β(
√

1 +mi +
√

1−mi)2

∆βb

(D.38)

Assuming the errors are independent random variables, the variance of ∆gm is

the sum of each error variance. The variance of ∆βa and ∆βb are given by

σ2(βa) = σ2(βb) = σ2(β) = σ̂2(β) · β2 (D.39)

leading the variance of ∆gm to

σ2(∆gm) =

 IBβ

2α
(1−m2

i )(1 +mi)

β2(
√

1 +mi +
√

1−mi)4

 σ̂2(β)β2 +

 IBβ

2α
(1−m2

i )(1−mi)

β2(
√

1 +mi +
√

1−mi)2

 σ̂2(β)β2

(D.40)

σ2(∆gm) =

 IBβ

2α
(1−m2

i )(1 +mi)

(
√

1 +mi +
√

1−mi)4

 σ̂2(β) +

 IBβ

2α
(1−m2

i )(1−mi)

(
√

1 +mi +
√

1−mi)2

 σ̂2(β)

(D.41)

σ2(∆gm) =
IBβ

α

[
1−m2

i

(
√

1 +mi +
√

1−mi)4

]
σ̂2(β) (D.42)

The �nal transconductance variance is a function of mi, so it depends on the

input current value. It can be rewritten as

σ2(∆gm) =
IBβ

α
F (mi) · σ̂2(β) (D.43)

where

F (mi) =

[
1−m2

i

(
√

1 +mi +
√

1−mi)4

]
(D.44)

Using MATLAB to evaluate F (mi), the curve in Fig. D.3 is obtained. The

transconductance variation has its peak value when mi = 0.

For simplicity, the maximum variation will be speci�ed as the transconductance
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Figure D.3: Plot of F (mi) vs. modulation index mi.

variation. Therefore, the �nal variance is given by

σ2(∆gm) =
IBβ

16α
· σ̂2(β) (D.45)

and after applying Pelgrom models is expressed by

σ2(∆gm) =
1

L2

IBkp
16α

· Â2
kp (D.46)

D.5 Di�erential Pair Input O�set Voltage

For the di�erential pair pictured in Fig. D.2, when Vd = 0, the current iin should

be null. However, due to transistor mismatch, a small current o�set is observed at

the output. This current imbalance can be model by an input o�set voltage Vos
which cancels the current output. To simplify, an di�erential o�set is considered,

thus Vd = Vos. Applying these considerations into the current equations leads to

√
2αIB
βa

= Vs − Vcm −
Vos
2
− VTa (D.47)√

2αIB
βb

= Vs − Vcm +
Vos
2
− VTb (D.48)

Subtracting (D.47) from (D.48) leads to√
2αIB
βb
−
√

2αIB
βa

= Vos − VTb + VTa (D.49)

which is rearranged into
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Vos =

√
2αIB
βb
−
√

2αIB
βa

+ VTb − VTa (D.50)

Applying the propagation of uncertainty, we obtain

∆Vos =
1

2

√
2αIB
β

(
−2αIB

β2

)
∆βb −

1

2

√
2αIB
β

(
−2αIB

β2

)
∆βa + ∆VT0b −∆VT0a

(D.51)

which is rearranged into

∆Vos =
1

2β

√
2αIB
β

(∆βa −∆βb) + ∆VT0b −∆VT0a (D.52)

The variance of the o�set voltage is given by

σ2(∆Vos) =
1

4β2

2αIB
β

2β2σ̂2(β) + 2V 2
T0σ̂

2(VT0) (D.53)

which is simpli�ed to

σ2(∆Vos) =
αIB
β
σ̂2(β) + 2V 2

T0σ̂
2(VT0) (D.54)

Applying Pelgrom rules, and using R = W/L, the �nal result is given by

σ2(∆Vos) =
1

L2

[
αIB
kpR2

· Â2
kp +

2V 2
T0

R
· Â2

VT0

]
(D.55)

D.6 Di�erential Current Mirror Gain Error

The di�erential current mirror (DCM) was introduced in Chapter 2.3.1, and it is

responsible to create two copies of the structurally all-pass section (SAPS) input

current. The circuit is composed by two identical di�erential ampli�ers, M1a-M1b

and M2a-M2b, with di�erential inputs connected together. The di�erential ampli�er

M1a-M1b have both transistors diode-connected. The input current iin of M1a-M1b

determines the input di�erential voltage, which is the same for M2a-M2b.

To simplify the analysis, the original con�guration was slightly changed to a fully

symmetric one, in order to reduce the amount of calculation. The resulting circuit

is pictured in Fig. D.4.

Let Vd = Va − Vb. For the circuit on Fig. D.4, we have

iin = gm1(mi)Vd (D.56)
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Figure D.4: Di�erential current mirror circuit.

io = gm2(mi)Vd (D.57)

where gm1(mi) and gm2(mi) are large-signal transconductance and depend on the

modulation indexmi, as derived in the last section. Applying (D.56) on (D.57) leads

to

io =
gm2(mi)

gm1(mi)
iin (D.58)

The transconductance of each pair are di�erent due to mismatch and process

parameters variation. However, both large-signal transconductances can be repre-

sented by a nominal curve and a variation. Thus, they can be expressed as

gm1(mi) = gm(mi) + ∆gm1 (D.59)

gm2(mi) = gm(mi) + ∆gm2 (D.60)

and be applied to (D.58) to obtain

io =
gm(mi) + ∆gm2

gm(mi) + ∆gm1

iin (D.61)

Putting the average term in evidence, it leads to

io =

1 +
∆gm2

gm(mi)

1 +
∆gm1

gm(mi)

· iin =

(
1 +

∆gm2

gm(mi)

)(
1− ∆gm1

gm(mi)

)
1−

(
∆gm1

gm(mi)

)2 · iin (D.62)

io =

1 +
∆gm2

gm(mi)
− ∆gm1

gm(mi)
− ∆gm1∆gm2

gm(mi)2

1−
(

∆gm1

gm(mi)

)2 · iin (D.63)
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Since |∆gm| � gm, ∀ mi, (D.63) can be approximated by

Ac =
io
iin
≈ 1 +

∆gm2

gm(mi)
− ∆gm1

gm(mi)
(D.64)

The current gain (Ac) variance is given by

σ2(Ac) =
2σ2(∆gm)

(gm(mi))2
(D.65)

σ2(Ac) =
2
IBβ

α
F (mi)σ̂

2
β

2IBβ

α
G(mi)2

=
F (mi)

G(mi)2
· σ̂2

β (D.66)

and the maximum value is given by

σ2(Ac) =
1

2
· σ̂2(β) (D.67)

After applying Pelgrom models and R = W/L, the current gain variance is

expressed as

σ2(Ac) =
1

L2

1

2R
· Â2

kp (D.68)

D.7 Di�erential Current Mirror O�set Current

The o�set current is observed in the output when the input current is null. Due to

mismatch on pair M1a-M1b, an o�set voltage appears at the input of the di�erential

pairM2a-M2b, which also contributes with its own o�set voltage, leading to an output

current given by

ios = gm2(mi)Vos1 + gm2(mi)Vos2 (D.69)

where gm2 is the transconductance of pair M2a-M2b. The modulation index mi is

given by ios/IB, hence

ios = gm2

(
ios
IB

)
[Vos1 + Vos2] (D.70)

Considering a practical circuit, |ios| � IB, thus (D.70) can be approximated by

ios ≈ gm2(0)[Vos1 + Vos2] (D.71)

Applying the propagation of errors, the output o�set current variation is given by
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∆ios =((((
((((Vos1 + Vos2)∆gm2 + gm(0)∆Vos1 + gm(0)∆Vos2 =

√
IBβ

2α
(∆Vos1 + ∆Vos2)

(D.72)

The variance of the o�set current is given by

σ2(∆ios) =
IBβ

2α
2σ2(∆Vos) (D.73)

where σ2(∆Vos) was derived in (D.54), hence

σ2(∆ios) = I2Bσ̂
2(β) +

2IBβV
2
T0

α
σ̂2(VT0) (D.74)

Applying Pelgrom models, the �nal result is expressed as

σ2(∆ios) =
1

L2

[
I2B
R
· Â2

kp +
2IBkpV

2
T0

α
· Â2

VT0

]
(D.75)
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