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Nos últimos anos, o problema da manipulação robótica cooperativa para trans-

porte de carga vem sendo estudado sob o ponto de vista da modelagem e controle.

Tais estudos exigem uma metodologia que considere não somente o controle do

sistema robótico, como também o problema da pegada do objeto. Visando preencher

esta lacuna, o objetivo deste trabalho é propor um método de manipulação robótica

cooperativa para identificar visualmente a pose (posição e orientação) de um objeto

e manipulá-lo, de maneira segura e eficiente, utilizando um robô do tipo dual-arm.

O sistema robótico é modelado utilizando o conceito de variáveis absolutas e

relativas, que é caracterizado por sua simplicidade de formulação. A estratégia de

controle baseia-se em um esquema de controle h́ıbrido cinemático cooperativo, que

combina os objetivos de rastreamento de posição e regulação de força simultanea-

mente, sem o uso de sensores de força acoplados aos efetuadores. Nesse contexto, a

força exercida pelo manipulador sobre o objeto é estimada indiretamente, por meio

de medidas provenientes dos sensores de torque nas juntas do robô.

A estimação da pose do objeto a ser manipulado é obtida por meio da técnica

de Homografia, utilizando marcadores fiduciais e uma câmera monocular acoplada

ao efetuador de cada manipulador. Após a estimação da pose, o sistema robótico

posiciona seus manipuladores a fim de realizar a pegada inicial de forma autônoma

e, posteriormente, o controle h́ıbrido cooperativo é acionado para que o objeto siga

uma trajetória de referência desejada.

Simulações numéricas e ensaios experimentais, realizados com um robô Baxter R©,

ilustram o desempenho e a eficácia da metodologia proposta.
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In the last years, the problem of cooperative robotic manipulation for load trans-

portation has been studied from the modeling and control point of view. Such studies

require a methodology which considers not only the control design but also the object

grasping problem. In order to fill this gap, the objective of this work is to propose

a cooperative manipulation method that visually estimates the pose (position and

orientation) of the object and then manipulates it in a safe and efficient manner,

using a dual-arm robot.

The robotic system is modeled using the concept of absolute and relative

variables, which is characterized by its simplicity. The control strategy is based

on a cooperative hybrid kinematic control scheme, which combines the objectives

of position tracking and force regulation, simultaneously, without using force sen-

sors attached to the end effectors. In this context, the contact force applied by

the manipulator on the object is indirectly estimated using joint torque sensors

measurements.

The estimation of the initial pose of the object to be manipulated is obtained by

the Homography technique using fiducial markers and a monocular camera mounted

to each end effector. After estimating the pose, the robotic system aligns its ma-

nipulators in order to perform the object grasping autonomously and, thereafter,

the hybrid controller is activated ensuring that the object successfully follows a

user-defined reference trajectory.

Numerical simulations and experimental tests, performed with a Baxter R© robot,

illustrate the performance and the effectiveness of the proposed methodology.
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Chapter 1

Introduction

Robotics has been essential to meet the growing need for industry to perform repet-

itive tasks, which require great precision, as well as activities in inhospitable envi-

ronments such as deep sea or space. Furthermore, the use of robots allows to replace

humans in hazardous or detrimental to health environments. The study of robotic

systems is still in progress and it has great potential for mankind evolution, since

these systems can be applied and generate benefits in several fields of science.

In this context, some applications can be pointed out among the main areas

of research in robotics. For example, robots can be used for remote inspection

and preventive maintenance of nuclear power plants, avoiding human exposure to

radiation, such as the SUSI robot (Figure 1.1a) used for inspection inside nuclear

pressure vessels; transportation of waste from nuclear generation to treatment and

storage (Iborra et al., 2003). They can also be employed for rescuing of people,

monitoring and inspection of environments after accidents or disasters, such as the

robot iRobot 710 Warrior used in the Fukushima nuclear accident (Qian et al.,

2012). Remarkably, projects as the DARPA challenge conduct research on the use

of humanoid robots in unstructured environment for rescue and manipulation tasks

(Figure 1.2) (Pratt and Manzo, 2013).

The use of multiple manipulators is essential in the execution of diverse tasks.

Even activities which can be performed with a single manipulator, such as wreckage

remove, can be improved if multiple arms are available. It also extends the range

of robotic applications, allowing to perform tasks which require coordination and

collaborative use of manipulators. For instance, in Medicine, robots with multiple

arms are used for minimally invasive surgery, improving the accuracy of surgery and

reducing recovery time for the patient, such as the robot DaVinci and the robot

DLR MiroSurge (Hattori et al., 2002; Taylor and Stoianovici, 2003; Hagn et al.,

2010).

Lately, new dual-arm robots have been conceived for human interaction and

for cooperation to perform tasks, such as the robots Justin (Figure 1.1b.), which
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(a) SUSI, from AREVA (b) Justin, from DLR

(c) YUMI, from ABB

Figure 1.1: Robotics and some examples of its applications.

was developed for performing repair of satellites; Yumi (Figure 1.1c) and Baxter

(Figure 1.4b.), which are safe and collaborative robots meant to be used in industry

working alongside with humans or in research labs supporting the development of

new strategies (De Santis et al., 2008).

1.1 Motivation

Several applications in industrial automation require a robotic manipulator to inter-

act with the environment or to perform operations on a surface, such as polishing

and drilling. However, some applications as load transport are limited by weight and

size of the object, in case only one manipulator is used (see Figure 1.3). Assembly

tasks may require the use of multiple robots working together, cooperatively (Sujan

and Meggiolaro, 2004).

Besides, the use of human-like skills in industry, such as dual-arm object ma-
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Figure 1.2: Robot manipulating a valve, one of the tasks on DARPA challenge.

nipulation associated with remote operation, is particularly important to replace

humans in unhealthy and hazardous environments. For example, nuclear power

plants, which contain areas with high radioactivity, and oil platforms, which may

present risk of explosion, toxic gases and high temperatures.

Furthermore, dual-arm manipulation is also interesting for domestic applications,

such as transfer a patient from bed to wheelchair (Mukai et al., 2010). It can also

help people to transport heavy objects (Suda et al., 2003) or automate routine

transport tasks.

Therefore, control methods must allow the robotic system to receive desired

commands and, at the same time, to safely handle the manipulated object. The

improvement of these methods and their application in dual-arm cooperative ma-

nipulation is the main motivation of this work.

1.2 Review of the State-of-the-Art

The interest in robotic systems composed by multiple manipulators emerged since

the early days of robotics. Single arm systems have limited capacity to perform

certain tasks. The use of more than one manipulator cooperatively makes it possible,

for example, to handle large or heavy loads. Hence, the research of this type of

system, starting in the early 70s, extends to the present days due to the problem

complexity and the interest in new applications, for example in unstructured and/or

harsh environments.

The cooperative task of handling a load using a teleoperated robotic system

requires synchronism of the end effectors and prompt response to the operator com-

mands. In this context, not only movement of the end effector and the contact
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Figure 1.3: ATLAS robot, from Boston Dynamics, picking up a box.

force must be controlled simultaneously, but it is also necessary that the pose of the

manipulated object can be modified during task execution (Siciliano et al., 2009).

Early works in this area considered important issues such as master/slave scheme

(Soares et al., 2008; Nakano et al., 1974) and force/compliance control (Mason,

1981). In master/slave scheme, the slave arm, controlled by force, follows the master

arm, controlled by position. This scheme, however, is not robust enough, since it

depends on low impedance of the slave arm for smooth tracking (Jafari and Ryu,

2016) and it also has problems to reverse the role of master and slave arms during

operation. In this manner, further works considered non-master/slave approaches,

which are more natural, since they consider the desired motion of the object in the

task-space as a reference for positioning the arms (Caccavale and Uchiyama, 2008).

Some authors have studied the modeling and control of multiple arms systems

as a closed kinematic chain (Freitas et al., 2011; McClamroch, 1986; Tarn et al.,

1988). The difficulties for parametrization of the force and moment constraints of

the object have motivated the development of other modeling formulations, such

as the symmetric formulation, proposed by Uchiyama and Dauchez (1988), which

uses the concept of virtual sticks to simplify the kineto-static model. Several works

(Dauchez and Uchiyama, 1987; Uchiyama and Dauchez, 1987, 1988, 1992) have

modeled the cooperative system using this approach. However, this formulation can

only be used with rigid objects and also depends on the knowledge of the object

geometry (Caccavale and Uchiyama, 2008).

On the other hand, the cooperative task-space formulation, proposed by Chiacchio

et al. (1996, 1993), uses absolute and relative variables to describe the cooperative

system and also the direct and inverse kinematic relationships by means of the ab-
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(a) DLR LWR-III, from German
Aerospace Center (b) Baxter, from Rethink Robotics

Figure 1.4: Examples of robots with flexible joints, developed for human collabora-
tion.

solute and relative Jacobian. Using the kinematic control strategy, the coordination

of the arms configurations can be performed even without a real object being ma-

nipulated and does not depend on any assumption for the object geometry (Smith

et al., 2012; Caccavale and Uchiyama, 2008). In a posterior publication, Caccavale

et al. (2000) has adopted the unit quaternion in the cooperative task-space formula-

tion, to represent the orientation, using a PD-type scheme to control the dual-arm

system. Despite the contribution for modeling the cooperative system, these works

have not considered the force control problem.

In order to achieve object trajectory tracking and to guarantee a secure grasp, the

use of force control in conjunction with motion control has to be conciliated, since

the distinct objectives may imply conflicting commands. The force decomposition

strategy was investigated by Mason (1981) and emerged as an interesting solution to

this problem. In this sense, the hybrid position-force control proposed in (Raibert

and Craig, 1981), initially applied to single manipulators, is a method that presents

uncoupled force and position control loops, which can be designed independently

(Enŕıquez and Alejo, 2015; Tinos et al., 2006; Yamano et al., 1998). One challenge

that can be solved by using hybrid control method is, for example, the interaction of

end effector with uncertain geometry contact surfaces (Doulgeri and Karayiannidis,

2007; Leite et al., 2009).

The simplicity and efficiency of the hybrid method led to studies to extend the

applicability of single arm hybrid control to cooperative hybrid control (Hayati, 1986;

Uchiyama et al., 1987). Several other works followed this research line: (Jafari and

Ryu, 2016; Kruse et al., 2015; Farooq and Wang, 2008; Yamano et al., 2004; Sun

and Mills, 2002; Uchiyama and Dauchez, 1988; Dauchez et al., 1989, 1991; Uchiyama
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and Dauchez, 1992; Fisher and Mujtaba, 1992; Bonitz and Hsia, 1994).

Since the hybrid method uses an explicit force feedback, it is classified as a

direct interaction method (Siciliano and Khatib, 2008). Another direct method that

has been developed is the parallel position-force control (Caccavale et al., 2013;

Chiaverini and Sciavicco, 1993). In the parallel scheme, the position and force

control loops act simultaneously in the task-space, i.e, there is no selection of force

and motion directions, although the force control loop has to dominate the control

action (Chiaverini et al., 1994). This characteristic makes the scheme more robust

for manipulation of unstructured environments or uncertain objects, at the expense

of steady-state position error (Siciliano et al., 2009). On the other hand, indirect

interaction methods do not require force measurement. The most used is impedance

(or compliance) control (Bonitz and Hsia, 1996; Schneider and Cannon, 1992; Hogan,

1984). In this scheme, a desired stiffness behavior is designed and the contact force

is estimated according to the deviations in the task-space or joint-space variables,

caused by the interaction. Then, a inner motion control loop controls the arms to

achieve the desired positioning and the desired compliant behavior (Siciliano and

Khatib, 2008; Caccavale et al., 2008). Several works have developed cooperative

systems using this type of control (Sieber et al., 2015; Erhart and Hirche, 2014;

Erhart et al., 2013; Sadeghian et al., 2012; Caccavale et al., 2008).

The original schemes of hybrid, parallel and impedance control use the robot

and the object dynamics. However, some researches have worked on less complex

control schemes. Adorno et al. (2010) has proposed kinematic control strategies for

dual-arm manipulation and has modeled the cooperative system using the compact

representation of dual-quaternions. This work did not consider, though, the forces

acting when a object is grasped by the dual-arm system. In addition, Leite et al.

(2010) have proposed a purely kinematic hybrid position-force control scheme with

independent orientation control, for a single manipulator, and they have developed

its stability analysis.

In addition to the discussed methods, other approaches have also emerged in

the study of cooperative systems. Although not in the scope of the present work,

some advanced control techniques, such as adaptive control (Aghili, 2011; Liu and

Arimoto, 1998), neural networks (Panwar et al., 2012) and sliding mode control

(Herrmann et al., 2014) treated the problem in a different perspective.

In general, to achieve successful interaction control, the simplest way is to use

force sensors coupled to the end effectors. However, these sensors requires cus-

tomized adaptation of the robot end effector, they add mass to the system and they

also increase the costs of the project (Linderoth et al., 2013; Le et al., 2013). Exter-

nal force estimation can be performed using motor torques (Wahrburg et al., 2014;

Linderoth et al., 2013; Choi et al., 2012). However, the measures can be noisy under
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high reduction rates and compensation for gravity and friction is required (Stolt

et al., 2012).

Under this scenario, studies have considered the use of autonomous grasp of

objects (Ye et al., 2013; Miller et al., 2003). Among different technologies that can be

used to identify an unknown object, the use of cameras attached to the end effectors

is an interesting option considering cost/performance and quick setup (Lippiello

et al., 2013; Saxena et al., 2008). One feasible solution for pose identification of

objects is to adopt fiducial markers (for example, LEDs (Faria et al., 2015)). The

projection of the markers in the camera frame is used, in a Perspective n-Point

problem, to estimate the relative pose of the object (Lepetit et al., 2009; Petersen,

2008b; Oberkampf et al., 1996; Fischler and Bolles, 1981).

1.3 Objectives

In this work, we present a methodology to deal with the problem of cooperative

manipulation of objects. The control goal is to grasp and to manipulate an object

located inside a robot workspace, according to the references provided by an oper-

ator.

The robotic system must be able to estimate the initial object pose, which is used

for a proper grasp. After the grasping phase, a hybrid position-force control scheme

is employed for the object manipulation. The control design must guarantee that a

desired constant contact force is applied to the object, while the robot manipulators

conduct the object for tracking a reference trajectory.

Furthermore, an analytical method to estimate interaction force between end

effector and the object, using the torque measured at the joints and the vector of

gravity forces on the robot manipulators, is presented. The proposed solution can be

applied to robotic systems composed of two arms with torque sensors at the joints

and cameras attached to each robot wrist.

The main objective, in long term, is to provide grants to develop new advanced

control strategies for robotic systems capable of manipulating, safely and efficiently,

different types of objects in hazardous or human-populated environments.

1.4 Methodology

In this work, the problem of dual-arm robotic systems acting cooperatively in a

load transport task is considered. The system is modeled based on the cooperative

task-space formulation, proposed in Caccavale et al. (2000) and Chiacchio et al.

(1996). While other approaches, as the symmetric formulation, consider the object

to be manipulated as a part of the kinematic model, the cooperative task-space
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formulation defines meaningful variables – absolute and relative configurations – for

the cooperative task, which can be simply computed from the end-effectors position

and orientation with respect to a inertial frame. An important advantage of this

formulation is to achieve coordination of the arms even without an object to close

the kinematic chain.

In order to achieve robust and stable grasp behavior and reduce the end-

effectors position accuracy needed during manipulation, interaction control has to

be considered. In order to conciliate the position and force objectives, the hybrid

position-force control strategy uses selection matrices to divide the task-space in

force-controlled and position-controlled directions. Opposed to other methods, as

impedance and parallel control, hybrid control presents the advantage of indepen-

dent control loops design/action and it allows specification of a desired grasp force.

The original hybrid control scheme uses an inverse dynamics control law (Villani and

De Schutter, 2008; Uchiyama et al., 1987). However, the lack of a simple and effi-

cient method motivated the development of a hybrid position-force kinematic control

scheme with orientation (Leite et al., 2010; Leite, 2005). Based on this scheme, a

cooperative control method named dual-arm hybrid position-force kinematic control

is proposed here.

In a brief, the main features of the hybrid scheme developed are: (1) the use

of kinematic approach, (2) the orientation problem is time-variant and expressed

using quaternions, (3) the manipulation task is 6-DoF (4) the modeling does not

assume the object has a known and fixed geometry and (5) the control scheme is

centralized and it gives priority to accomplish the cooperative task objective, rather

than each manipulator positioning. Additionally, in this work, a method for indirect

estimation of the environment forces, using torque sensor information, provides the

force feedback required by the hybrid controller.

As part of the cooperative manipulation, dual-arm autonomous grasp of objects

is also considered. For this purpose, visual methods using monocular cameras for

object pose estimation offer good cost/performance and ease of use over other tech-

nologies. Also, the use of passive fiducial markers attached to the object greatly

simplify the estimation problem. Following the procedure described in Faria et al.

(2015), the problem is formulated as a perspective 4-Point problem and the algo-

rithm entitled Efficient Perspective-n-Point Camera Pose Estimation (EPnP) (Lep-

etit et al., 2009) is used to obtain the solution. Then, using this pose estimative,

the manipulators are repositioned for the grasp closure.

The feasibility of the proposed dual-arm hybrid relative position-force kinematic

control method is first verified through simulation (Matlab and Simulink). Then, the

experiments are conducted using a real robotic system (Baxter robot – see Figure

(1.5)). The robot is composed by two 7-DoF manipulators and each joint contains
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a series elastic actuator. Also, Baxter uses the Robot Operating System (ROS) as

the structural programming software. The results confirm the effectiveness of the

proposed method.

Figure 1.5: Experimental setup – Baxter robot and object with visual markers.

1.5 Contributions

The main contributions of this work are:

• Development of a kinematic-based hybrid position-force control scheme for co-

operative manipulation, based on the hybrid control scheme proposed in Leite

et al. (2010) for a single manipulator. The scheme proposed here considers the

problem of bi-manual cooperative manipulation using the concept of absolute

and relative variables (Chiacchio et al., 1996).

The main contributions of this hybrid scheme are: (1) to extend the kinematic

hybrid control from single to multiple manipulators, (2) to demonstrate the

feasibility of using, for cooperative manipulation, the hybrid position-force

control only in the relative variables, which are significant for maintaining a

secure grasp and (3) to give a different interpretation for the constraint frame,

originally developed for representing the normal direction of a surface, which

now is used to represent the desired force-controlled direction on the object.

The constraint frame is assumed to be time-variant and it is updated according

to the current object orientation.

• Development of a methodology for autonomous grasping of objects by a dual-

arm robot, using visual estimation of the 3D pose of objects. Based on the
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ideas proposed in Faria et al. (2015) (see Figure (1.6)) for autonomous manipu-

lation of valves, a single monocular camera is used to determine the pose of an

object, equipped with colored visual markers, located in the robot workspace.

Then, a grasping algorithm, developed in this work, allows the robot arms to

grasp the object autonomously.

(a) Input (b) Output

Figure 1.6: The result obtained from the application of the methodology described
in (Faria et al., 2015).

1.6 Organization

This work is organized as follows:

• Chapter 2 - Reviews the kinematic modeling of robotic manipulators, including

cooperative robots.

• Chapter 3 - Presents the concepts and theoretical development related to the

control of manipulators, including the cooperative hybrid position-force control

proposed. Numerical simulations demonstrate the feasibility of the control

schemes.

• Chapter 4 - Proposes an experimental setup. The robot and the environment

are described. It also presents the concepts and methods related to visual

estimation of the pose of objects. Experiments demonstrate the effectiveness of

the visual method and their results are discussed. In the end, the experimental

results for the proposed hybrid control method, performed with a Baxter robot,

are presented and discussed.

• Chapter 5 - Summarizes the overall conclusions of this work and proposals for

future works.
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Chapter 2

Kinematic Modeling of a Robotic

System

This chapter presents an overview of the main concepts used for the kinematic

modeling of robotic systems. It is based on the contents of the books (Murray et al.,

1994; Siciliano and Khatib, 2008; Siciliano et al., 2009) as well as the thesis (Leite,

2005, 2011). Some definitions, ideas and techniques presented in these works will be

restated here, contributing for a self-contained text.

A robotic manipulator can be interpreted as a chain of rigid bodies and links,

connect by joints. At the beginning of this chain is the robot base – usually assigned

as the inertial reference – and at the end is the end effector, responsible for inter-

action with the environment. Each link is moved by a joint and the composition of

each joint displacement causes the final movement of the end effector. For object

manipulation, it is necessary to describe the end-effector position and orientation

(pose).

Motion control of the end effector requires analysis of the manipulator structure

to elaborate suitable control strategies. This analysis aims to obtain mathematical

models representing the manipulator kinematics or dynamics.

The robot kinematics defines the geometric relationship between the joints move-

ment and the corresponding end-effector movement in task space. Meanwhile, the

robot dynamics describes the relationship between generalized forces and the move-

ment driven by joint accelerations, velocities and position (Siciliano et al., 2009).

The goal of this chapter is to present to the reader the theoretical basis to

deal with the study of cooperative robotic systems. First, rigid body analysis is

presented. After, the forward and differential kinematics models for manipulators

are developed. A brief study of robots with flexible joints is presented and, finally,

modeling of a two-arm robotic system is described.
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2.1 Forward Kinematics

The kinematics analysis of a robotic manipulator deals with the description of its

movement, without considering the forces and moments which cause it. In this

context, the end-effector configuration in Cartesian space is completely described

by its position and orientation with respect to a reference frame F (Siciliano et al.,

2009).

Remark 1. For a better comprehension, the following notation is adopted in this

work:

• F = [~x ~y ~z] denotes an orthonormal frame and ~x, ~y, ~z denote the unitary

vectors which represent the axis of frame F .

• The elements of a vector ν ∈ Rn are denoted as νi ∈ R as in:

ν =




ν1

ν2
...

νn




i = 1, · · · , n .

• A vector ν expressed in the base frame Fb is simply written as ν. In the cases

a vector is more conveniently expressed in the other frame Fi, it is written as
iν. If ν is used as a desired value in control, the index d is placed at the right

upper side as in νd.

• The skew-symmetric operator S(·), used to perform the cross product opera-

tion, when applied to a vector ν ∈ R3 is constructed as:

S(ν) =




0 −νz νy

νz 0 −νx
−νy νx 0


 .

A robotic manipulator is a sequence of rigid bodies (links) which are connected

by joints. The most common types of joints are the revolute and prismatic joints,

but there is also the cylindrical and spherical joints. The links together form a

kinematic chain containing at one extremity the robot base and at the other the

end effector (Figure 2.1), that is used for manipulation and interaction with the

environment. Considering the typological description, the kinematic chain may be

of two types: it is called open (Figure 2.2a) when there is only one sequence of links

connecting the base and the end effector and closed (Figure 2.2b) when the links

form a loop and, therefore, there is more than one way to connect the base to the

end effector.

12



Figure 2.1: Joints and links description of a robotic manipulator. Extracted from
(Leite, 2005).

(a) Open-chain manipulator (b) Closed-chain manipulator

Figure 2.2: Examples of kinematic chains. Extracted from (Siciliano et al., 2009).

For a open chain mechanism, each joint (revolute or prismatic) provides the

mechanical structure with a single degree of freedom (DoF). The degree of freedom

is defined as the number of variables necessary to determine the position of all parts

of a mechanism in space. By knowing the angular or displacement position of each

joint variable, it is possible to determine the end-effector position. Therefore, the

main goal of Forward Kinematics is to compute the position and orientation of the

manipulator end effector Fe, which is a function of the joint variables, with respect

to the base frame Fb (Siciliano et al., 2009).

The forward kinematic for a simple manipulator may be computed by analyzing

the structure geometry. Then, using trigonometric relations it is possible to obtain

the mapping from the base frame to the end-effector frame as a function of the joint

angles. However, the problem becomes harder to solve this way for manipulators

with more joints and more complex structure. The search for systematic solutions

for the Forward Kinematics problem has led to some procedures such as the Denavit-
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Hartenberg convention (Siciliano et al., 2009).

Consider an open chain manipulator composed by n+1 links attached by n joints.

The procedure for calculating the Forward Kinematics comes from the geometrical

analysis of the manipulator chain. Since each joint is a connection from one link to

other, it is clear that if a relation between two consecutive links is established, then

it is possible to obtain, in a recursive way, the complete description of the forward

kinematics for the manipulator.

To establish this recursive solution, a coordinate frame must be attached in

each link, from link 0 to link n. Then, the homogeneous transformation between

the last and the first link is given by the post-multiplication of the homogeneous

transformation relating two consecutive links as:

T0n(θ) = T01(θ1) · T12(θ2) · . . . · T(n−1)n(θn) , (2.1)

where θ = [θ1 · · · θn]T ∈ Rn is the vector containing each joint displacement θi ∈ R
(Siciliano et al., 2009).

Hence, the position and orientation relating the end-effector frame Fe and the

base of the robotic system Fb can be obtained by:

Tbe(θ) = Tb0 · T0n(θ) · Tne (2.2)

where Tb0 and Tne are constant homogeneous transformation matrices relating the

first link frame F0 with the base frame Fb and the end-effector frame Fe with the

last link frame Fn, respectively.

Therefore, the end-effector position and orientation with respect to the manipu-

lator base can be compactly expressed by the homogeneous transformation

Tbe(θ) =

[
Rbe p

01×3 1

]
, (2.3)

where θ = [θ1 · · · θn]T ∈ Rn is the joint variables vector, p ∈ R3 denotes the position

of the end-effector frame Fe expressed in the base frame Fb and Rbe ∈ SO(3) is the

rotation matrix which denotes the orientation of the end-effector frame with respect

to the robot base frame.

2.1.1 Joint Space and Operational Space

As seen, the forward kinematics of a manipulator allows to represent the pose of

the end effector with respect to a fix reference frame as a function of joint variables,

through the relation (2.3). However, the use of this form of description is not

computationally efficient, since the orientation matrix give a redundant description
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of a frame orientation - it has nine non-independent elements and six restrictions of

orthonormality.

It can be shown that just three parameters are sufficient to describe the rigid

body orientation in space (Murray et al., 1994). A representation that uses three

parameters is called minimal representation, such as the Euler angles The body

orientation is expressed using three consecutive rotations – the three angles – about

an axis of a moving coordinate frame (Siciliano and Khatib, 2008). However, it is

possible to show that this representation always present singularity in case the first

and last rotations are about the same axis. The singularity creates problems to relate

the body angular velocity to the time derivative of the Euler angles representation,

therefore it is not adequate for controlling robotic systems (Siciliano and Khatib,

2008).

Other convenient possibility to represent orientation is to use the unit quaternion,

which is a non-minimal representation, but is free from singularities and more effec-

tive computationally (Hamilton, 1844; Yuan, 1988; Murray et al., 1994). Therefore,

it is the representation used in this work.

The quaternion representing the orientation matrix Rbe is defined as q =

[qs qv]
T ∈ H 1, where qs ∈ R is the scalar part and qv ∈ R3 is the vector part

of the unit quaternion, subject to the constraint (Siciliano et al., 2009) :

‖q‖ = qTq = 1 . (2.4)

Thus, the manipulator configuration (pose) x ∈ Rm is described as

x =

[
p

q

]
, (2.5)

where x is expressed in the base frame Fb.
The variable x is defined in the space where the task is performed, which is called

operational space. The operational space has dimension m, which is the number of

parameters to represent position and orientation.

During the task execution, the end effector moves in the operational space, while

the joints displace accordingly to perform the trajectory. The joint variables together

1the symbol H denotes the group of unit quaternions satisfying the quaternion algebra (Wen
and Kreutz-Delgado, 1991; Siciliano et al., 2009).
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Figure 2.3: The left F1 and right F2 end-effectors frames and the robot base frame
Fb, which is the common frame for the cooperative system.

form the joint space, represented by the vector

θ =




θ1

θ2
...

θn



, (2.6)

where n – the number of joints – is the dimension of the joint space.

Finally, the operational space is connected to the joint space according to the

relations:

p = f(θ) , q = h(θ) , (2.7)

where f(·) : Rn 7→R3 is a non-linear mapping from joint space to Cartesian space

and h(·) : Rn 7→H is a non-linear mapping from the joint space to quaternion space.

2.1.2 Absolute and Relative Configuration

When dealing with two or more manipulators, the Forward Kinematics description

given by (2.5) can be applied to each manipulator individually. However, cooperative

tasks require coordination of the multiple end effectors and a centralized approach

to deal with the distinct endpoint configurations at all. In this context, the sys-

tem is more appropriately represented by means of absolute and relative variables

(Chiacchio et al., 1996).

For simplicity, consider a two-arm robot where x1 = [p1 q1]
T and x2 = [p2 q2]

T

represent the configuration of the left and right end effectors, respectively, both

expressed at a common robotic system base frame Fb, as illustrated in Figure 2.3.

The absolute frame Fa is defined as the frame positioned at
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pa =
p1 + p2

2
, (2.8)

where pa ∈ R3 is the absolute position vector, expressed in the base frame Fb.
The physical meaning of the absolute frame Fa is to represent the mean-value point

obtained from the manipulators endpoints, which for a load-transportation task may

be interpreted as the object center. However, the absolute variables solely are not

enough to specify the cooperative movement since there exist infinite end-effector

configurations giving the same absolute position and orientation. Indeed, when

two arms move away/approximate in the same direction, Fa remains unchanged.

Therefore, the description of the cooperative system also depends on the relative

configuration of the manipulators.

Besides, the relative position pr ∈ R3 is defined as

pr = p2 − p1 , (2.9)

where pr is expressed in the base frame. It is important to note that the desired

relative position is usually specified at the absolute frame Fa, in order to be indepen-

dent of the absolute movement. The relationship between ap dr , the desired relative

position expressed in the frame Fa and p dr , which is expressed in the base frame Fb,
is simply given by the rotation matrix Rba.

Meanwhile, the relative orientation qr between the two end-effector frames, ex-

pressed in frame F1, is given by

1qr = q−11 ∗ q2 , (2.10)

where ∗ denotes the quaternion product operator, q−11 represents the conjugate of

the unit quaternion representing orientation of the left end effector, q2 is the unit

quaternion representing orientation of the right end effector.

Additionally, let

1q1/2r =

{
cos

(
θr
4

)
, sin

(
θr
4

)
1kr

}
, (2.11)

denote the quaternion, expressed at frame F1, representing half the rotation needed

to align F1 and F2, where θr is the angle and 1kr the unit axis, expressed in the end-

effector frame F1, equivalent to the rotation Rr = R12 (Adorno, 2011). This variable

is interpreted as the mean-value rotation obtained from the manipulators orienta-

tion. When expressed at the base frame Fb, it is used as the absolute orientation

qa, being defined as:

qa = q1 ∗ 1q1/2r , (2.12)
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which completes the cooperative variables description.

2.2 Differential Kinematics and Statics

The differential kinematics establishes a relation between the joint velocities and the

corresponding end-effector linear and angular velocities. It is possible to describe

this mapping by means of a matrix, called Geometric Jacobian, which is dependent

on the manipulator configuration and is obtained by analyzing the geometry of the

structure (Murray et al., 1994; Siciliano et al., 2009).

As discussed in section 2.1.1, the end-effector configuration expressed by vec-

tor x = [p q]T is related with the joint angles vector θ by a vectorial function

[f (·) h (·)]T. Differentiation of this function leads to a different mapping matrix,

called Analytical Jacobian.

The Jacobian is a mapping matrix that not only characterizes the manipulator,

but also allows: (a) to analyze redundancy; (b) to find singular configurations; (c) to

map the forces applied at the end effector and the resulting torques at the joints; (d)

to link the operational and the joint spaces and (e) to design control in operational

space (Siciliano et al., 2009).

2.2.1 Geometric Jacobian

The objective of differential kinematics is to relate the joint velocities and the end-

effector linear and angular velocities. It means to express the linear velocity v and

the angular velocity ω as a function of joint velocities θ̇, according to the following

relations:

v = Jp(θ) θ̇ , (2.13)

where Jp ∈ R3×n is the matrix, called position Jacobian, mapping the joint velocities

θ̇ to the linear velocity of the end effector (v = ṗ) and

ω = Jo(θ) θ̇ , (2.14)

where Jo ∈ R3×n is the matrix, called orientation Jacobian, which maps the joint

velocities θ̇ to the angular velocity of the end effector ω ∈ R3, expressed in the base

Fb. In a compact way, these relationships are written as

v =

[
v

ω

]
=

[
Jp(θ)

Jo(θ)

]
θ̇ = J(θ) θ̇ (2.15)

which represents the Differential Kinematics of a manipulator. Vector v is called the

Cartesian velocity vector of the end effector, expressed in the base frame Fb, and the
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matrix J(θ) is the Geometric Jacobian, which depends on the joint variables. As it

can be noticed, the Geometric Jacobian is a mapping from joint space to operational

space, that is, J : Θ 7→ T . From the analysis of the manipulator it is possible to

interpret the end-effector velocity as a contribution of each joint movement (Siciliano

et al., 2009).

2.2.2 Analytical Jacobian

In the last subsection, a geometric method for calculating the Jacobian was pre-

sented. This technique allows to determine the contribution of each joint velocity

to the end-effector velocity v. However, if the end-effector pose is described using

vector x = [p q]T, it is possible to compute the Jacobian by differentiation of the

forward kinematics mapping.

The end-effector linear velocity ṗ is obtained by the time derivative of the position

mapping f(·):
ṗ =

∂f

∂θ
θ̇ = Jp(θ) θ̇ , (2.16)

where Jp ∈ R3×n is called the position Jacobian.

Since in this work we consider particular case of the quaternion representation,

the end-effector orientation velocity is given by the time derivative of the orientation

mapping h(·):
q̇ =

∂h

∂θ
θ̇ = Jq(θ) θ̇ , (2.17)

where Jq ∈ R4×n is called the quaternion Jacobian.

Then, the differential kinematics relation can be summarized as:

ẋ =

[
ṗ

q̇

]
=

[
Jp

Jq

]
θ̇ = JA(θ)θ̇ , (2.18)

where JA = [∂f
∂θ

∂h
∂θ

]T ∈ R7×n is called the Analytical Jacobian, which is different

from the Geometric Jacobian J , since the angular velocity ω is not the same as the

time derivative q̇ of the orientation representation.

2.2.3 Representation Jacobian

In the study of Kinematics, it is useful to obtain a relationship between the Ana-

lytical and the Geometric Jacobian. For this purpose, the angular velocity ω and

the quaternion derivative q̇ must be related. Consider the evolution in time of the

quaternion, that is, the quaternion propagation, with respect to inertial frame Fb,
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given by: (Wen and Kreutz-Delgado, 1991)

q̇ =
1

2
Bq(q)

T ω , (2.19)

Bq(q) =
[
−qv r qs I − S(qv)

]
, (2.20)

where Bq ∈ R3×4 relates the angular velocity with the derivative of the end-effector

orientation, in quaternion.

Then, the end-effector velocity v is related with the derivative of the configuration

x as:

v =

[
ṗ

ω

]
=

[
I 0

0 2Bq(q)

][
ṗ

q̇

]
= JR(q) ẋ , (2.21)

where JR(q) ∈ R6×7 is the Representation Jacobian for the quaternion representa-

tion.

Finally, substituting equation (2.18) in equation (2.21) and comparing with equa-

tion (2.15), leads to the relation between the Analytical and the Geometric Jacobian:

J(θ) = JR(q) JA(θ) . (2.22)

2.3 Statics

The main goal of Statics is to establish a relationship between the generalized forces

applied at end effector and the generalized forces applied at the joints – forces for

prismatic joints, torques for revolute joints – considering the manipulator at an

equilibrium configuration (Siciliano et al., 2009). The application of the principle of

virtual work allows to obtain this relationship.

Let τ ∈ Rn denote the vector of joint torques and F = [f µ]T ∈ Rm the vector

of end-effector generalized forces, composed by the linear force f ∈ R3 and by the

moment µ ∈ R3. The manipulators considered are time-invariant systems with holo-

nomic constraints, therefore their configurations depend only on the joint variables

θ – they do not depend explicitly on the time. Thus, virtual displacements coincide

with elementary displacements. The elementary work associated with joint torques

is

dWτ = τTdθ . (2.23)

For the end-effector forces, separating the contributions from force f and moment

µ, the elementary work associated is

dWF = fTdp+ µTω dt , (2.24)
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where dp represents the linear displacement and ω dt the angular displacement.

Considering differential kinematics, we can reevaluate relation (2.24) as

dWF = fTJp(θ)dθ + µTJo(θ)dθ (2.25)

= FTJ(θ)dθ . (2.26)

Since virtual and elementary displacements coincide, the corresponding virtual works

are

dWτ = τTδθ , (2.27)

dWF = FTJ(θ)δθ , (2.28)

where δ is used to represent a virtual quantity. According to the principle of virtual

work, the manipulator is at static equilibrium if and only if

δWτ = δWF ∀ δθ , (2.29)

that means, for every joint displacement the difference between the virtual work of

the joint torques and the virtual work of the end-effector forces must be null.

Finally, substituting (2.27) and (2.28) into (2.29), leads to

τT = FTJ(θ) =⇒ τ = JT(θ)F . (2.30)

As it can be noted, the Geometric Jacobian J(θ) is responsible for the static re-

lationship between generalized forces acting at the end effector and the joint torques

of the manipulator.

2.3.1 Force Estimation based on Joint Torques

The objective of the force estimation method employed in this work is to determine

the forces arising at the end effectors when a robotic system interacts with an ex-

ternal object, without using force sensors coupled at the tip of the end effectors. In

some cases, such as robots with flexible joints, torque sensors are generally available

and it is possible to use the measurement information to perform the estimation of

the applied force.

The employed method decomposes the motor torque τm ∈ Rn measured at the

sensors coupled to the flexible joints as:

τm = τg + τdin + τext + τd , (2.31)

where τg ∈ Rn is the vector of torques originated from gravity action on the manipu-
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lator links, τdin ∈ Rn is the vector of dynamic torques generated by the accelerations

of the structure, τext ∈ Rn is the vector of torques generated by the action of ex-

ternal elements, such as reaction from environment interaction and τd ∈ Rn is the

vector of torques considered as disturbance, which includes modeling errors, friction

or measurement noises.

Notice that, dynamic torques τdin can be calculated from the dynamic parameters

of the robot. However, for the tasks of interest in this work, it may be considered

negligible, because when a robot is interacting with an object or with the external

environment, it is not suitable to use high speeds (Linderoth et al., 2013).

It is also worth mentioning that disturbance torques are complex to estimate

and can be assumed as Gaussian white noise (Choi et al., 2012). For the sake of

simplicity, in this work it is considered that this component is not relevant, implying

therefore in small error in the estimation of external force.

External torques τext are produced by the interaction of the robotic system with

an object or the environment, which generates external forces Fext. It is considered

that these external forces are acting on the end effector, what actually happens in

the case of manipulation after the grasp.

In the last section, the static relationship between generalized forces, acting at

end effector, and joint torques, acting at the manipulator joints was presented. Mul-

tiplying both sides of (2.30) by the Jacobian pseudo-inverse J(θ)† matrix (Siciliano

et al., 2009) leads to

FT
ext J(θ)J(θ)† = τText J(θ)† . (2.32)

Since J(θ)J(θ)† = I and assuming τdin and τd are neglected, the estimation of

the external force applied to the end effector can finally be obtained by knowing the

measured torques and the gravitational torques:

FT
ext = τText J(θ)† = (τm − τg) J(θ)† . (2.33)

Notice that the gravitational torques τg can be estimated when the position and

mass of each manipulator link is known a priori (Choi et al., 2012; Linderoth et al.,

2013).

2.4 Cooperative Manipulators

A cooperative system is, in general, composed by M manipulators, each one

equipped with Ni joints (i = 1, ...,M). In this robotic system, the position pi ∈ R3

and orientation Ri ∈ SO(3) of each end-effector frame Fi (or, equivalently qi ∈ H)

is a function of the joint variables, according to Forward Kinematics (Section 2.1).

Now, consider a cooperative system manipulating a common object (Figure 2.4).
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Let C be a fixed reference point of the object and FC the corresponding coordinate

frame with origin in C. The work done by Uchiyama and Dauchez (1988) proposed to

model the system using virtual sticks, which are position vectors ri ∈ R3 connecting

frame FC to each end-effector frame Fi.
If the manipulated object is rigid and tightly grasped, then the virtual sticks are

constant vectors when expressed at the corresponding end-effector frame Fi. In this

case, the forward kinematics of each manipulator may be determined considering

the virtual stick as a part of the manipulator, that is, as a virtual link. The frame

representing the tip of each virtual end-effector frame is defined as FS, i and coincides

with FC . Hence, the position and orientation of each virtual end effector is given by

pS, i = pC , RS, i = RC , (2.34)

where pC andRC are respectively the position and orientation of frame FC , expressed

in the base frame Fb.

b

F2

F1

F3

F4

r1

r
2 r3

r4
FC

Figure 2.4: Model of multiple arm system manipulating a load.

Now, let FS, i be the vector of generalized forces acting at the tip of the i-th

virtual stick. A relationship between the forces at the virtual and at the real end

effector can be established by

FS, i =

[
I3 O3

−S(ri) I3

]
Fi = Wi Fi . (2.35)

By means of the virtual work principle, a dual relation can be derived as

vi =

[
I3 S(ri)

O3 I3

]
vS, i = WT

i vS, i , (2.36)

where vS, i is the generalized velocity of the virtual stick. It is worth noticing that

if the forward kinematics of each manipulator is performed including the virtual

stick as a link, then ri = 0 and Wi = I6. This means that, in this case, the forces
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Figure 2.5: Model of a two-arm robotic system manipulating a common object.
Model extracted from (Siciliano and Khatib, 2008).

and velocities at each virtual end-effector tip are coincident, which can be used to

simplify the static relationship (Uchiyama and Dauchez, 1988).

Note that the validity of this model depends on non-deformation of the object.

Hereafter, it is assumed that both the object and the manipulator can be consid-

ered rigid (or nearly rigid) and the grasp is tight (or nearly tight) such that the

displacements between the end effectors and the contact points can be considered

negligible.

Robots with two arms are quite common in industry and are suitable for ma-

nipulation tasks. Hence, in this work, we are specially interested in the case of two

cooperative robots manipulating a common object. Studies considering these cases

have developed more specific formulations, for instance the Task-Space formulation

and the Symmetric formulation, which were conceived for modeling the cooperative

operational space of a two-arm system.

2.4.1 Symmetric Formulation

The symmetric formulation, proposed by Uchiyama and Dauchez (1992, 1988), deals

with the problem of a two-arm robotic system handling a common object (Fig-

ure 2.5). This formulation is based on kinematic and static relationships between

generalized forces/velocities acting at the object and their counterparts acting at

the end effectors (or virtual sticks) (Caccavale and Uchiyama, 2008).

Let FE ∈ R6×1 be the vector of external generalized forces acting at the object,
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expressed in the base frame Fb, which is given by the contribution of the two arms:

FE = FS, 1 + FS, 2 = W1 F1 +W2 F2 = WF , (2.37)

where W = [W1 W2] and F = [F1 F2]
T. Note that matrix W ∈ R6×12 describes

the geometry of the grasp and thus is called the grasping matrix.

Vector FE represents the resultant force which causes movement in the object.

However, when the manipulators compress the object, it is expected that internal

forces arise in the object without causing any movement. Therefore, it is important

to point that the inverse solution of (2.37) is given by

F = W † FE + V FI , (2.38)

where FI is the vector of internal generalized forces, expressed in the base frame

Fb, which represent the internal stresses acting at the object, and V ∈ R12×6 is a

matrix such that its columns span the null space of W – one possible choice for V

is presented at (Chiacchio et al., 1991). This solution can also be represented as:

F = UFO , (2.39)

where

U = [W † V ] , FO = [FE FI ] . (2.40)

By using the duality between generalized forces and generalized velocities, from

(2.39) the following mapping is also obtained:

vO = UT v , (2.41)

where vO = [vTE vTI ]T and v = [vT1 vT2 ]T . Vector vE can be interpreted as the

absolute velocity of the object, while vI means the relative velocity between frames

F1 and F2, expressed in the base frame Fb, which is null if the object is rigid and

tightly grasped. Besides, pE and pI ∈ R3 are the absolute and the relative position

variables, respectively, of the cooperative symmetric model, which are defined using

the virtual sticks positions:

pE =
pS, 1 + pS, 2

2
, pI = pS, 2 − pS, 1 . (2.42)

The orientation in the symmetric model is given by the absolute orientation RE

and relative orientation RI matrices, which are the rotation matrices corresponding

to the quaternions defined in (2.12) and (2.10).

Finally, (2.39) and (2.41) can be used to complete the kinetostatic mappings

25



relating force and velocity acting at the object and the corresponding effects at the

manipulators joints:

τ = JT
o FO , (2.43)

vO = Jo θ̇ , (2.44)

where

τ =

[
τ1

τ2

]
, θ =

[
θ1

θ2

]
, Jo = UTJ , J =

[
J1 O6

O6 J2

]
. (2.45)

2.4.2 Task-Space Formulation

A different approach for modeling the two-arm manipulation problem was proposed

by (Chiacchio et al., 1996; Caccavale et al., 2000), which states that the cooperative

system can be described by unique absolute and relative variables, which can be

directly computed from the pose of the end-effectors frames. Moreover, the proposed

task formulation allows specification of coordinated movements of a two-manipulator

system and, as a consequence, does not assume that an object is being held by the

end effectors.

The specification of movement for the system using each manipulator position

and orientation separately is inadequate, since coordination would be left to the user.

In this context, a global description of the system should be performed, according

to the relations (2.8 - 2.12).

Moreover, it can be noticed that this formulation does not depend on any as-

sumption on the object or on the grasp (Caccavale and Uchiyama, 2008). This means

the cooperative system is described by task space variables, which can be used to

control the arms in a pure motion coordinated task even without any manipulated

objected. Remarkably, the object/grasp may be non-rigid which represents a great

difference over the symmetric formulation.

For instance, consider the task of moving a tightly grasped object. After the

grasp, it is desired to keep constant the relative position pr and orientation qr,

while the desired absolute position pa and orientation qa may vary according to the

operator commands. Other tasks may be performed and the proper specification for

each task variable should be analyzed.

It is also important to study the differential kinematics of the coordinated mo-

tion, which relates the velocities of each manipulator with the corresponding ve-

locities of the cooperative system variables. This is specially important for the

algorithmic solution of the inverse kinematics and for the analysis of the stability of

the system.

The absolute linear velocity ṗa ∈ R3 of the cooperative system, expressed in the
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base frame Fb, is obtained from (2.8) as:

ṗa =
ṗ1 + ṗ2

2
. (2.46)

In a similar way, it can be demonstrated (Chiacchio et al., 1996; Caccavale et al.,

2000) that absolute angular velocity ω̇a ∈ R3, expressed in the base frame Fb, is

given by:

ωa =
ω1 + ω2

2
. (2.47)

Once again, the time derivative of (2.9) leads to the relative linear velocity ṗr ∈
R3:

ṗr = ṗ2 − ṗ1 , (2.48)

which is also expressed in the base frame Fb.
The relative angular velocity ω̇r ∈ R3, expressed in the base frame Fb, is simple

defined as:

ωr = ω2 − ω1 . (2.49)

Finally, by using the principle of virtual work the dual variables for the absolute

and relative twists can be obtained: (Caccavale and Uchiyama, 2008)

fa = f1 + f2 , (2.50)

ηa = η1 + η2 , (2.51)

fr =
f2 − f1

2
, (2.52)

ηr =
η2 − η1

2
, (2.53)

where fa and ηa ∈ R3 are the absolute force and absolute moment, while fr and

ηr ∈ R3 are the relative force and relative moment vectors.

It is important to note that the variables defined by the task-space formulation

and those used in symmetric formulation are related via simple mappings. Orien-

tation and forces always coincide, while position and moments coincide only if the

forward kinematics of the manipulator considers the virtual stick as a link, that is,

if p1 = pS, 1 and p2 = pS, 2 (Caccavale and Uchiyama, 2008).

The coordinated movement approach can be used for control systems in different

ways. For example, (Caccavale et al., 2000) uses the formulation, but design in-

dividual task-space controllers. However, in this work a centralized control scheme

is investigated as in (Chiacchio et al., 1996). The control of cooperative systems

using this formulation will be discussed in the next chapter.
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Chapter 3

Cooperative Control Strategies

In this chapter, control strategies for cooperative manipulation are discussed. The

objective is to develop a simple and efficient method, which is able to achieve position

tracking and force regulation and that does not depend on the dynamic parameters

of the robotic system and of the object. For better comprehension, a step-by-step

study is proposed.

Initially, the kinematic control of a single manipulator is described, where posi-

tion, force and orientation control schemes are independently analyzed. Then, the

problem is extended for the kinematic control of a cooperative system, which is

modeled using the cooperative task-space formulation.

The first objective proposed for the cooperative manipulation is to achieve coor-

dinated motion of the manipulators. Based on the approach developed in (Chiacchio

et al., 1996), the differential kinematics relation is expressed in terms of the absolute

and relative Jacobian, which allows to obtain the absolute and relative spatial veloc-

ities from the joint velocities. Therefore, the kinematic description of the system is

not performed for each end-effector frame, but for the absolute and relative frames.

In order to verify the behavior of the control scheme described, the coordinated

motion is simulated and the robotic system is able to track the desired absolute and

relative position and orientation of reference frames.

In the sequence, the force control problem is added in the analysis. Conflicts

between the force and position objectives are presented and the classical methods for

solving them – impedance control and hybrid position-force control – are discussed.

These methods, however, depend on the dynamic model of the robot and, often, are

based in formulations that require knowledge about the object properties.

To deal with these limitations, a new hybrid position-force kinematic control

scheme is proposed for dual-arm robots, based on the hybrid kinematic control

scheme developed in (Leite et al., 2010) for a single manipulator. This scheme

uses the absolute and relative pose of the end effectors as well as the relative force

applied by the end effectors to manipulate and maintain the grasp of an object. The
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Figure 3.1: Kinematic control diagram.

stability analysis is verified using the Lyapunov Stability Theory and the numerical

simulation results confirm the viability and illustrate the performance of this new

control scheme.

3.1 Single-arm Kinematic Control

Consider the kinematic control problem for a robotic manipulator with n joints. It

is assumed here that the robot has a high performance internal velocity control loop

that directly drives the motors. Then, the robot movement can be described by:

θ̇i = ui , i = 1, · · · , n , (3.1)

where θi and θ̇i are, respectively, the joint angular position and velocity; ui is the

velocity control signal applied to the i-th motor drive of the i-th joint. The kinematic

control assumption is valid on the following assumptions:

(A-3.1) The forward kinematics of the manipulator is known.

(A-3.2) The dynamic effects may be neglected. This assumption is indeed feasible

if the joints gear ratios are elevated and the interest tasks are smooth and do not

require high speed/acceleration (Siciliano et al., 2009).

Figure 3.1 presents the block diagram for joint velocity control. The control

signal v is generated by the proportional controller with a gain, K, which scales the

error signal e obtained from the comparison between the desired joints position θd

and the actual joints position θ. Then, the motor driver amplifies the signal and

provide the power needed to actuate the motors, generating torques τ at the joints.

Considering a positive definite high-gain matrix K is used, it implies that e → 0

and θ̇ ≈ u, as expected in the kinematic control assumption.

From (2.15) and considering the kinematic control approach (3.1), the control

system is given by: [
ṗ

ω

]
= J(θ)u . (3.2)

where u ∈ Rn is the vector of velocity control signals. A control signal vk(t) ∈ Rm

designed in Cartesian Space can be transformed in a Joint Space control signal by
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using the linearizing relation:

u = J−1(θ) vk , vk =

[
vp

vo

]
, (3.3)

where vp, vo ∈ R3 are the Cartesian control signals, which are designed to control

the position and orientation of the end effector, respectively. However, this solution

only is possible if J(θ) is square and has full rank. Note that by using this solution

the system can be described as:

[
ṗ

ω

]
=

[
vp

vo

]
. (3.4)

If the manipulator is redundant, the Jacobian matrix is not square (m < n) and,

as a consequence, not invertible. A well-known methodology for finding feasible

solutions is to formulate the kinematic control as a constrained linear optimization

problem (Siciliano et al., 2009). The control signal applied to the joints may be

obtained as:

u = J† vk , (3.5)

where the matrix J† = JT(JJT)−1 ∈ Rm×n is the right pseudo-inverse of J . The

solution obtained (3.5) locally minimizes the norm of the joint velocities (Siciliano

et al., 2009). It should be noted that the inversion of Jacobian matrix presents

mathematical problems near singularities. In fact, the Jacobian determinant be-

comes small near singularities, so the inverse (or pseudo-inverse) matrix has large

norm and thus, high velocities may appear in the joint space when using (3.5).

One solution to overcome the inversion problem in the singularity neighborhood

is to use the Damped Least-Square (DLS) method, presented by (Nakamura and

Hanafusa, 1986). Following this approach, a modified pseudo-inverse Jacobian is

given by:

J† = JT
(
J JT + λ2 I

)−1
, (3.6)

where λ ∈R is a damper factor which allows a better conditioned inversion. This

factor establishes a trade-off between precision in the solution and feasibility may

be chosen as:

λ =

{
0 , wm ≥ w0

λ0 (1− wm

w0
)2 , wm < w0

(3.7)

where wm =
√
det (J JT) ∈ R is called the manipulability of the manipulator and

λ0 ∈ R and w0 ∈ R are constants chosen according to the mechanical structure of

the manipulator and the maximum desired damping.

Finally, it is worth noting that other methods exist in the literature for selecting
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optimal values of λ (Deo and Walker, 1992, 1995; Martinet et al., 2008) and also to

solve the kinematic singularities problem as the methods present in (Wampler et al.,

1986) and the filtered inverse approach (Vargas et al., 2014).

3.1.1 Position Control

Consider the position kinematic control problem for a manipulator. The control

objective is to make the current end-effector position p track a desired time-varying

trajectory pd(t):

p→ pd(t), ep = pd(t)− p→ 0, (3.8)

where ep ∈ R3 is the position error. For this objective, the applied control signal vp

may be chosen as a proportional plus feed-forward action:

vp = ṗd +Kp ep (3.9)

where Kp = kpI ∈ R3 is the proportional gain matrix. From (3.4), we have that

ṗ = vp and, therefore, the error dynamics can be written as

ėp = ṗd − ṗ = −Kp ep , (3.10)

and by choosing a positive kp value implies that limt→∞ ep(t) = 0.

3.1.2 Force Control

Consider the force control problem for a kinematic manipulator equipped with elastic

deformation torque sensors for each joint. It is assumed that the control objective is

to regulate the contact force f̂ , obtained indirectly through the procedure described

in Section 2.3.1, so that it reaches a desired force fd toward the surface contact, that

is,

f̂ → fd, ef = fd − f̂ → 0, (3.11)

where ef is the force error. Considering the object elasticity, the force at the end

effector f can be modeled by Hooke’s law as:

f = ks(p− p0s), (3.12)

where p is the position of the contact point, p0s is the initial position of the object

surface (without contact) and ks is the elasticity constant for the object. Since f̂ is

a estimative of f , from (3.11) and (3.12) the error equation is given by

ėf = −ks ṗ . (3.13)
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Considering that the force control acts on the position variables (vf = vp), then

from (3.4) comes that ṗ = vf . By using a proportional control law:

vf = kf ef , (3.14)

where kf is the force control gain and the force error dynamics is given by ėf +

ks kf ef = 0. By choosing kf > 0 implies that limt→∞ ef (t) = 0.

3.1.3 Orientation Control

Consider the orientation control problem for a kinematic manipulator. The control

objective is to drive the current end-effector orientation matrix R ∈ SO(3) to a

desired orientation Rd(t) ∈ SO(3):

R→ Rd(t), Rr = Rd(t)RT → I, (3.15)

where Rr ∈ SO(3) is the relative orientation matrix, that is, the orientation error

expressed at inertial frame Fb. Let eq = [eqs eTqv]
T be the unit quaternion repre-

sentation for matrix Rr, such that

eq = qd(t) ∗ q−1 , (3.16)

where q = [qs qTv ]T and qd(t) = [qds qdTv ]T are the unit quaternion representation

for R and Rd, respectively. Note that eq = [1 0T]T if and only if R and Rd are

aligned. Therefore, it is sufficient to define the orientation error eo ∈ R3 as (Siciliano

et al., 2009):

eo = eqv = qs q
d
v − qds qv − S(qdv) qv . (3.17)

From (3.4) we have that ω = vo. Thus, using a feed-forward plus proportional

control law

vo = ωd +Ko eo, (3.18)

where ωd is the desired angular velocity and Ko ∈ R3×3 a positive definite gain

matrix. The orientation error dynamics is expressed as

ω̃ +Ko eo = 0 , (3.19)

where ω̃ = (ωd − ω) ∈ R3 is the angular velocity error of the end effector. This

is a non-linear relation, since it contains the angular velocity error instead time-

derivative of the orientation error. By using the Lyapunov stability theory, it is

possible to prove that the equilibrium point [eqs eTqv]
T = [±1 0T]T is almost global

asymptotically stable (Wen and Kreutz-Delgado, 1991; Slotine et al., 1991).
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3.2 Cooperative Control

When dealing with the problem of a cooperative multi-arm system manipulating

an object, it is important to model and control the absolute and relative force

and motion of the arms. Other approaches for controlling force and motion were

extensively studied, however suffered from theoretical or implementations problems.

For instance, the early methods were based on the master/slave concept. In

this method, the master arm is position controlled, aiming to achieve accurate and

robust tracking of position/orientation reference trajectories, and the slave arm is

force controlled, designed to achieve a compliant behavior and to accept the master

arm movements. As it can be expected, it is difficult to design a stable force control

with fast response to the position disturbance of the master arm (Caccavale and

Uchiyama, 2008).

(a) master/slave scheme. (b) non-master/slave schemes.

A posterior approach known as the leader-follower (Luh and Zheng, 1987) (or

coordinated control) assigns a robot as the leader, which has independent movement,

and the other robots as followers with reference motion computed via closed-chain

constraints. This method also suffer from implementation issues, since the com-

pliance of the follower arms has to be very large; the decision of leader arm and

possible switch to other is also a concern.

As a consequence, more natural approaches have arisen later, considering the

cooperative system as a whole and the reference motion of the object as well as

the reference force applied to it as the key parameters to control the motion of all

arms in the system. In this context, the symmetric formulation was an important

non-master slave scheme proposed, but it is object-dependent. Meanwhile, the coop-

erative task-space formulation (Chiacchio et al., 1996) is a more elegant formulation,

which allows straightforward control of the arms in terms of the absolute and rela-

tive variables. Therefore, we gave special attention to this method in this section,

without considering force feedback yet. Later in this chapter, this formulation is

extended to include force control, using the hybrid position-force method.
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3.2.1 Differential Kinematics for Coordinated Motion Tasks

In Section 2.4.2, the task-space formulation was discussed. Now, the differential

kinematics problem for a two-arm robotic system is treated: the objective is to

compute the joint trajectories corresponding to a desired coordinated motion defined

in terms of task space variables.

Consider first the case of two cooperative 6-dof arms. For each manipulator, the

differential kinematic relation can be represented as:

[
ṗi

ωi

]
= Ji(θi) θ̇i i = 1, 2. (3.20)

where θi ∈ R6 represents the joint variables and Ji(θi) ∈ R6×6 the Jacobian matrix

for the i-th manipulator. The cooperative task-space formulation describes the

cooperative problem in terms of absolute and relative variables. Following this

formulation, a more compact and elegant way to define the relationship between joint

space and task space velocities is to combine the manipulators Jacobians yielding

the cooperative Jacobian (Chiacchio et al., 1996). Using the absolute task velocities

definition (2.46) and (2.47), considering (3.20), yields that the absolute velocity can

be obtained from the joint velocities:

[
ṗa

ωa

]
= Ja(θ1, θ2)

[
θ̇1

θ̇2

]
, (3.21)

where Ja ∈ R6×12 is the absolute Jacobian. It is straightforward to see that Ja is

written in terms of each manipulator Jacobian as:

Ja =
[
1
2
J1

1
2
J2

]
. (3.22)

Similarly, the relative task velocities are given by:

[
ṗr

ωr

]
= Jr(θ1, θ2)

[
θ̇1

θ̇2

]
, (3.23)

where Jr ∈ R6×12 is the relative Jacobian. From (2.48) and (2.49), it is clear that:

Jr =
[
−J1 J2

]
. (3.24)

The kinematic control can be applied to both arms, so the movement of each
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manipulator is described as:

θ̇1, i = u1, i , i = 1, · · · , n1 , (3.25)

θ̇2, i = u2, i , i = 1, · · · , n2 , (3.26)

where θ̇1, i and θ̇2, i is the i-th joint velocity of manipulator 1 and 2, respectively, and

u1, i and u2, i is the control signal for velocity applied at the i-th joint motor drive of

manipulator 1 and 2, respectively. Then, using u = [u1 u2]
T as the stacked control

signal, the cooperative control system is summarized as:




ṗa

wa

ṗr

wr




=

[
Ja

Jr

]

︸ ︷︷ ︸
J

u , (3.27)

where J = [Ja Jr]
T ∈ R12×12 is called the cooperative Jacobian. In order to linearize

the system, an algorithmic inverse kinematics solution is constructed based in the

inverse of the cooperative Jacobian:

u = J−1(θ1, θ2) vk , (3.28)

where vk is the task-space (Cartesian) control signal to be designed. It is assumed

that vk does not lead the manipulator to singular configurations.

Then, the Cartesian signal is design to control the absolute and relative position

and orientation of the system. Since tracking of a reference trajectory is desired, an

suitable control is a proportional plus a feed-forward action:

vk =




vpa

voa

vpr

vor




=




Kpa

Koa

Kpr

Kor







epa

eoa

epr

eor




+ vd , (3.29)

where vpa and voa ∈ R3 are the absolute position and orientation control signals

and vpr and vor ∈ R3 are the relative position and orientation control signals;

Kpa, Koa, Kpr, Kor ∈ R3×3 are the respective diagonal gain matrices and vd is the

feed-forward signal. Besides, the absolute position and orientation errors are given

by:

epa = pda − pa , (3.30)

eoa = qa, s q
d
a, v − qda, s qa, v + S(qda, v) qa, v , (3.31)
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where pda ∈ R3 is the desired absolute position specified in the base frame and pa ∈ R3

is computed as in (2.8); qa, s and qa, v are the scalar and vectorial components of the

quaternion for absolute orientation and qda, s and qda, v are the scalar and vectorial

components, respectively of the quaternion representing the desired absolute orien-

tation. Further, the relative position and orientation errors (epr and eor ∈ R3) are

given by:

epr = Rba
ap dr − pr (3.32)

eor = Rb1 {qr, s qdr, v − qdr, s qr, v + S(qdr, v) qr, v} . (3.33)

The desired relative position pdr ∈ R3 is usually expressed at the absolute frame

Fa, since in this manner the specification between the end effectors will not depen-

dent on the orientation of Fa. Thus, the rotation Rba is used to transform apdr to the

base frame. For the same reason, the desired relative orientation qdr and the relative

orientation error eor are calculated with respect to frame F1, then the rotation Rb1

expresses eor at the base frame.

Furthermore, the feed-forward action is based on the derivative of the desired

trajectories:

vd =




ṗda

ωda

Rba(
aṗ dr ) + S(ωba)Rba

ap dr

Rb1
1ω d

r




(3.34)

where ωda is the desired absolute angular velocity and 1ω d
r is the desired relative

angular velocity specified directly in frame F1. Remarkably, manipulation of a

common object in general requires as part of the task to keep apr and 1qr constant,

that is, a tight grasp. In this case, the desired motion is assigned with aṗ dr = 0 and
1ω d

r = 0.

Finally, notice that from (3.27) and (3.28), the linearized closed-loop system is

given by: 


ṗa

wa

ṗr

wr




=




vpa

voa

vpr

vor



. (3.35)

Coordinated Motion Control using Redundant Manipulators

Now, assume that the cooperative system is composed by two 7-Dof manipulators.

Since a full coordinated motion in 3D space requires 6-Dof for absolute variables

plus 6-Dof for relative variables, the cooperative system (composed by 14-Dof) has

2 extra degrees of freedom.
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Furthermore, the presence of redundant degrees of freedom allows to modify (3.5)

by adding a term of projection into the null space of J :

u = J† vk + (I − J†J)µ , (3.36)

where µ ∈ R14 is an arbitrary joint velocity vector. Note that matrix (I − J†J)

projects vector µ into the null space of J . As a consequence, µ is not able to

change the end-effectors linear and angular velocities, but can set the joints to other

positions.

In order to take advantage of this property, µ can be specified to attend an

additional constraint for the problem, as a second objective. For instance it can

be used to avoid singularities, to prevent collisions with obstacles or to avoid joint

limits. A typical choice for µ is:

µ = kc

(
∂w(θ)

∂θ

)T

, (3.37)

where kc > 0 is a constant and w(θ) is the secondary objective function. The solution

moves along the gradient direction of function w(θ) and tries to locally maximize

it with respect to the primary objective. When it is desired to avoid joint limit, a

typical objective function is defined as:

w(θ) = − 1

2n

n∑

i=1

(
θi − θ̄i

θiM − θim

)2

(3.38)

where the range of each joint is between the maximum limit θiM and the minimum

limit θim, and θ̄i is the centre of this range. Note that, in this case, it is desired

to minimize the distance of each joint to the centre of its range, so the objective

function has a minus sign in front of it.

Therefore, inverse kinematics solution (3.36) locally minimizes the norm of joint

velocities and allows to generate internal movement to reconfigure the manipulators

structure without affecting the end-effectors pose. This solution is used instead of

(3.28) for the case of redundant manipulators.

3.2.2 Numerical simulation

In order to illustrate the theoretical performance of the cooperative coordination

control scheme, the results obtained in simulation are presented. The simulation is

implemented in Simulink, with the support of Robotic Toolbox, using the two-arm

model with similar mechanical of the real robot used in the experiments (Baxter).

The simulation parameters of control are shown in Table 3.1.
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Table 3.1: Simulation parameters for cooperative coordination control.

Parameter Value

Kpa 2 s−1

Kpr 15 s−1

Koa 10 rad s−1

Kor 20 rad s−1

In the simulation, the absolute position control objective is to track a circular

trajectory in plane XZ of the robot base frame: x = 0.6; y = 0.0 + 0.2 sin(1/20 t)

and z = 0.4 + 0.2 cos(1/20 t).

Figure 3.3 (a) describes the absolute position and reference trajectories. The tra-

jectory is smooth and it tracks the reference. Figure 3.3 (b) illustrates the absolute

position error. After the transient, the absolute position error converges asymptot-

ically to zero.

In order to test the relative position control, the relative reference for direction

ze is to track the sine function z = 0.22 + 0.1 sin(1/10 t) and to regulate at zero in

the other directions, as shown in Figure 3.4 (a). The error, shown in Figure 3.4 (b),

is acceptable and oscillates around 8 mm.

The absolute and relative orientation errors are illustrated in Figure 3.5. For a

proper manipulation, priority is given for the relative orientation error, since it is

more important to avoid lose of alignment. The absolute orientation error presents a

small and acceptable oscillation around 0.03 rad. Meanwhile, the relative orientation

error is kept close to zero.

The Cartesian control signal is demonstrated in Figure 3.6. It can be noted that

the control signals are smooth and bounded. The joint velocities are also smooth

and do not require any peak or unfeasible velocities from the actuators, as can be

seen in Figure 3.7 and Figure 3.8.

The representation of the robot arms and the trajectory performed by the object

(frame Fa) is shown in Figure 3.9. It can be noted that, after the transient, the

trajectory tracks the reference with reasonable performance.
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Figure 3.3: Coordinated motion: (a) absolute position and reference (b) absolute
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Figure 3.4: Coordinated motion: (a) relative position and reference (b) relative
position error.
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Figure 3.6: Coordinated motion: (a) absolute position control (b) relative orienta-
tion control (c) relative position control (d) relative orientation control.
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Figure 3.8: Coordinated motion: right arm joint control signals.
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Figure 3.9: Coordinated motion: trajectory performed by manipulators (with refer-
ence).
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3.3 Cooperative Control using Force Feedback

In the previous section, cooperative control was considered for coordination of the

arms to achieve desired absolute and relative configurations, considering the task

definition described in absolute and relative frames. Using this approach it would

be possible to grasp an object of known dimensions. However, pure motion control

requires accurate model of manipulator and environment, since any small error in

the positioning could cause huge rise of force applied by the manipulators and con-

sequently, unstable behavior. In this context, the use of force feedback can solve

these problems, allowing the cooperative system to achieve more robust behavior

when operating in unstructured environments and manipulating unknown objects.

This section presents the aspects related to force interaction between manipula-

tors and object. First, the object, assumed to have flexibility, is modeled considering

its elasticity and Hooke’s law is used to determine the forces. Although the cooper-

ative task formulation used is not dependent on any assumption of the object, the

modeling described here is used in the simulation and is also useful for better physi-

cal comprehension of the grasp. Next, the contact interaction is described according

to friction models.

Natural and Artificial Constraints, which are essential to understand the sub-

space decomposition in force and position directions, are also explained and a dis-

cussion on the interaction methods is performed, focusing on the hybrid control,

a method that allows force specification when performing the manipulation task.

Finally, a proposed cooperative kinematic scheme is developed, explained and sim-

ulated.

3.3.1 Object Modeling

Consider the simplified mass-spring model of an object with mass mo ∈ N, width

lo ∈ N and lateral surfaces subject to elastic deformation with constant ks ∈ N, as

represented in figure 3.10. If the grasp is performed correctly, it can be assumed

that the end effectors apply forces normally at the surface contact points Fm, 1 and

Fm, 2.
Let po ∈R3 be the position of the object, expressed at the base frame Fb. For

simplicity, we assume the forces act in the direction ~zo, then the forces exerted by
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Figure 3.10: Simplified object model.

the end effectors are modeled as:

f1 =




−ks

(
po − p1 − l0

2

)
, po − p1 < l0

2
,

0 , po − p1 ≥ l0
2
,

(3.39)

f2 =





ks

(
p2 − po − l0

2

)
, p2 − po < l0

2
,

0 , p2 − po ≥ l0
2
.

(3.40)

Using this model, the relative force fr ∈ R3 (internal force) imposed to the object

can be described according to relation (2.52) as:

fr =
ks
2

(p2 − p1 − l0) . (3.41)

Finally, assuming that the grasp is tight and is maintained during the manipulation

task, the motion for this system in the grasp direction is given by the relation:

mo p̈o = f1 + f2 = ks
(
p1 + p2 − 2 po

)
. (3.42)

3.3.2 Contact Modeling

When an end effector is interacting with some surface, it is important to describe the

contact model relating the forces exerted in the contact point and the total forces

and moments arisen by this interaction.

For rigid-bodies, the simplest model is the point contact without friction. Since

there is no friction, the forces can only be applied in the normal direction to the

surface plane. Thus, the generalized forces exerted by the end effector can be rep-

resented as (F )e = [0 0 fc 0 0 0]T, where fc ∈ R is the force magnitude applied in

the normal plane.

However, a more suitable model should be used in tasks that depend on the

friction forces, as the grasping of a rigid object. The simplest analytical model for

44



point contact with friction is the Coulomb friction model. This experimental law

establishes that the friction force magnitude in the tangent plane at the contact

interface is proportional to the normal force magnitude.

Let ft ∈ R be the friction force magnitude in the tangent plane and fn ∈ R be

the normal force magnitude. Then, the Coulomb law states that:

ft ≤ µs fn (3.43)

where µs > 0 is called the static friction coefficient. The friction coefficient depends

on the two materials in contact (see table (3.2)).

Table 3.2: Static friction coefficient for some materials.

Materials µs

Rubber-Solids 1− 4
Rubber-Cardboard 0.5− 0.8

Steel-Steel 0.78

In the limit of static contact ftmax = µs fn, that is, the maximum tangent force

magnitude and it occurs just before slippage. If this limit is exceed, the surfaces in

contact start to slide, and the friction is described by:

ft = µk fn , (3.44)

where µk is called the kinetic friction coefficient and is smaller than µs (µk ≤ µs).

Note that the friction force opposes the direction of motion and is independent of

the speed of sliding.

Moreover, the relation (3.43) can be interpreted in terms of a friction cone. The

set of forces that can be applied to a contact must remains in the cone, which is

centered in the surface normal. The borders of this cone represents the maximum

resultant force before slippage occurs (see Figure (3.11)). The angle formed by the

cone and the normal is

αs = atan(µs) , (3.45)

where αs represents the maximum slope of the end effector with respect to the

surface, before it loses contact. For the spatial case, the friction cone forms a

circular cone, defined by: √
f 2
x + f 2

y ≤ µs fz , (3.46)

where f = [fx fy fz] ∈ R3 is the force applied by the end effector and it is assumed

that fz ≥ 0 is applied in the normal direction at the contact surface.

In the case of grasping using multiple manipulators, a common object is subject

to multiple contacts. When the end effectors hold a part, the contact forces should
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Figure 3.11: Representation of an end effector in contact with a box and the corre-
sponding friction cone.

compensate the weight of the object. For simplicity, consider in the planar case an

object, with mass equally distributed along the horizontal plane, being held by two

manipulators. In this case, the equilibria is reached when:

mo g = 2 ft = 2µs fn , (3.47)

considering that equal forces are applied by the end effectors. Thus, the minimum

force applied to guarantee no-slippage (static contact) is given by:

| fa |min ≥
mo g

µs
, (3.48)

where fa is the absolute force, as defined in (2.50).

3.3.3 Natural and Artificial Constraints

During a manipulation task, the end effector is subject to complex contact interac-

tion with the environment, where some directions (DoF) impose force constraints -

meaning that it is not possible to apply any force along a direction or any torque

about an axis - and other directions impose motion constraints (position or veloc-

ity) - which means the environment does not allow translation along a direction or

rotation about an axis. Such constraints are intrinsically imposed by the geometry

of the task and are called natural constraints.

For a a rigid environment, it can be noted that along each DoF the manipulator

can control only the variables that are not subject to natural constraints. Depending

on the task, the control strategy may impose reference values for these variables,

which are called artificial constraints.

Considering a compliant environment, each DoF subject to compliance behavior

allows to choose the variable (force or position) suitable to be an artificial constraint,

while the other variable is considered as a natural constraint (Siciliano et al., 2009).

For example, if a manipulator is pushing a spring, the controller can use as reference

the position of the end effector (as long a model is available) or the force applied by
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it.

In order to accomplish the task goal, artificial constraints can be specified in

an suitable coordinate system, eventually time-varying, named constraint frame

FS, which is conveniently placed according to the task geometry. For instance,

consider as a manipulation task the sliding of an object on a frictionless surface.

The constraint frame may be attached to the surface with an axis orthogonal to the

surface plane (Figure 3.12).

Figure 3.12: Task of manipulating an object in contact with a surface. Extracted
from (Siciliano et al., 2009).

The natural constraints are imposed by the geometry of the task. In this task,

the natural motion constraint reflect the impossibility to move the manipulator in

zs direction and to generate angular velocity along xs and ys directions. Meanwhile,

the force constraints reflect the impossibility to exert forces along xs and ys axis or

apply moment around axis zs. As it can be noted, the two sets of constraints are

complementary. An important result is that it is not possible to define position and

force objectives in the same direction simultaneously (Siciliano et al., 2009).

The variables which are not subject to natural constraints, may be used to specify

artificial constraints. In the given example, it is possible to set constraints for linear

velocity along axes xs and ys and angular velocity along axis zs. Likely, artificial

constraints for force along zs and moments about xs and ys may be specified. The

set of constraints is represented in Table 3.3.

3.3.4 Force Control and Interaction Methods

One important aspect to consider when dealing with the robot-environment inter-

action is to solve how the robot feedback signals from force and position should be

used to achieve the task objectives and requirements. The manner in which the

measurement signals are used by the controller and the choice of command input

signals result in different force control methods (Zeng and Hemami, 1997).
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Table 3.3: Natural and artificial constraints for the example task.

Natural Constraints Artificial Constraints

vz vx
ωx vy
ωy ωz

fx fz
fy µx
µz µy

The classification of control algorithms is divided in two groups: indirect and

direct force control methods (see Figure 3.13). Notice that the master/slave scheme

is a method for coordination control of two arms and it is not classified as a force

interaction method.

The first group performs force control through motion control, without using

an explicit force control loop. The force control actuates as a master controller,

using virtual stiffness relations to modify the reference for the position control loop,

which is responsible for the final actuation. This group mainly includes Stiffness

Control (Salisbury, 1980) and Impedance Control (Hogan, 1984).

On the other hand, for tasks requiring accurate control of the interaction forces

exerted by the end effector, it is important to employ a strategy that allows direct

specification of a desired force value. The second group uses a separate (explicit)

force control loop to achieve a successful interaction control. The signals from force

and position controllers are combined after, according to the specific method. There-

fore, reference values can be set for force and for position objectives, separately. The

main methods belonging to this category are: Hybrid Control (Raibert and Craig,

1981) and Parallel Control (Chiaverini and Sciavicco, 1993; Caccavale et al., 2013).

In the following, a review of the main force interaction methods is presented (Zeng

and Hemami, 1997).

Stiffness Control

Considering a single robotic arm in contact with the environment, as represented in

Figure 3.14, the use of a mechanical device in the end effector usually allows better

force control, since it can smooth the interaction and it can avoid high peak forces.

In this context, the main idea of stiffness control, proposed by (Salisbury, 1980),

is to emulate the mechanical device effects, adjusting the stiffness behavior of the

robotic system as a programmable spring.

Figure 3.15 presents the diagram for Stiffness Control. Consider the position

and orientation vector x ∈ Rm, the force and moment vector F ∈ Rm. Vector

xs ∈ Rm represents the pose of contacted environment and matrix Ks ∈ Rm×m is
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Figure 3.13: Organization of force control methods.

Figure 3.14: Representation of the interaction task considering an elastic surface.
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Figure 3.15: Stiffness Control.
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Figure 3.16: Impedance Control.

the elasticity of the environment and it can also include the elasticity of the end-

effector tool. Notice that the torques generated by the contact with the environment

JT F and the effects of gravity and Coriolis forces are compensated.

The force vector F is used to generate an output vector xf , which modifies the

desired position vector in the task space xd, leading to the modified desired position

vector xM . Then, the position error ∆x is mapped to the joint angles deviation ∆θ

and the control signal τp ∈ Rn is calculated according to the relation:

τp = Kp ∆θ (3.49)

where Kp is called the stiffness matrix. Notice that it is possible to adjust the

mechanical stiffness of the manipulator by modifying the matrix Kp, which relates

force and displacement.

Impedance Control

While stiffness control designs a controller to emulate a desired static relationship

between force and displacements, impedance control, proposed by (Hogan, 1984),

aims to achieve a desired dynamic behavior for the robotic system during interac-

tion. The mechanical impedance Zm represents the relationship between the force

F applied and the velocity ẋ. In the frequency domain, the desired impedance

behavior can be expressed as:

F (s)

X(s)
= sZm(s) = Md s

2 + Cd s+Kd (3.50)

where Md, Cd, Kd represent the desired constant matrices for inertia, damping and

stiffness.

Figure 3.16 presents the control diagram for Impedance Control. Notice that

this scheme is similar to Figure 3.15, however the dynamic behavior is used in place

of the static stiffness matrix Kf .

50



F

x

Robot

∑

∑

−
+

+

F d

τp

τ

Forward

∑
+

Position Control
∑

−

+xd
+

τf

θ

F
ef

ep

Force Control

Kinematics

+

compensation
Gravity and Coriolis

θ̇

−

JT
Priority

Figure 3.17: Parallel Control.

Parallel Control

Parallel control, originally proposed by (Chiaverini and Sciavicco, 1989, 1993), is a

direct force control method, which uses two controllers acting in parallel to achieve

the force and position goals. In order to manage the conflict between the two

controllers, the strategy is to give priority to the force controller, which prevails

over the position controller.

Figure 3.17 presents the parallel control scheme. The dominance of force control

may be implemented using a PI force control loop in parallel with a PD position

loop (Chiaverini and Sciavicco, 1993).

As an advantage, parallel control does not require detailed geometric modeling of

the environment, since there is no selection of force or position controlled directions.

However, the design of the controllers is not independent and it must be adjusted

to ensure stable behavior.

Hybrid Force-Position Control Method

It has been previously discussed the importance of controlling the grasp by force con-

trol. At first analysis, force control and position control represent distinct objectives

that might come in conflict without proper treatment.

In this context, the Hybrid Force-Position Method allows to combine force and

position information, using the concept of complementary orthogonal subspaces as

developed by Mason (1981) and experimentally verified by Raibert and Craig (1981).

Some issues about the validity of the orthogonal complements concept in the

hybrid control theory were raised by Duffy (1990), particularly with respect to the

dependence on the choice of units and dimensional inconsistency. However, the

hybrid control scheme proposed in this work is free from such problems, since the

formulation of the control scheme only requires the end-effector position and the
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Figure 3.18: The original hybrid position-force control for a single manipulator.

interaction force between the end effector and the environment. Besides, the orien-

tation control problem is treated separately from the position-force problem.

The main advantages of the hybrid method over the impedance method, for

instance, are:

• the possibility of controlling the contact force to a desired specification.

• independent design of position and force controllers.

While Impedance Control uses force feedback to correct the position target, Hybrid

Control uses two independent position and force loops, which are combined into the

final hybrid signal. This explicit force control loop allows to directly specify and

achieve the desired value for force.

In order to specify properly and more directly the constraints imposed by the

environment, a constraint frame FS must be defined, according to the task (Siciliano

et al., 2009). By using the complementary selection matrices S and S = I −S, that

is, diagonal matrices constructed with binary values, it is possible to define the

degrees of freedom controlled by force or by position. Along each task direction, the

proper control action is active, while the other action is ignored. This is important to

avoid interference between the controllers and since the constraints are considered

separately, the control laws can be designed independently. Therefore, different

position and force specifications may be chosen without conflict, allowing a more

efficient control.

The original scheme is presented in Figure 3.18. The position and force errors

ep and ef are decoupled in the constraint frame FS, where the matrices I − S and

S are constant, leading to the decoupled variables ξp and ξf .

Notice also that this is a torque-controlled scheme and, as a consequence, it

requires the dynamic model of the robot for compensation, expressed as N . Besides,

the end-effector orientation is considered in the position control loop and the moment
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generated at the end effector is considered in the force control loop. Therefore, this

scheme is not simple for implementation, since it requires moment feedback and

proper treatment of the orientation control before the selection matrix is applied.

Hybrid Kinematic Position-Force Control Method

An alternative for the dynamic hybrid scheme presented is to use the hybrid kine-

matic position-force control, proposed in Leite et al. (2010).

Control
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Figure 3.19: Hybrid kinematic position-force control scheme for a single manipula-
tor.

The basic structure of the kinematic control scheme for a single manipulator

is represented in Figure 3.19. Usually the position and force of the end effector

are expressed in the robot base frame and must be transformed to the constraint

frame FS before decoupling – the force and position artificial directions are invariant

when expressed in this frame. This transformation is done by the rotation matrix

RT
bs. Then, using the matrices I − S and S, the control signals are decoupled in

the complementary motion and force directions, respectively. Since the spaces are

orthogonal, the control laws can be independently designed and added, generating

the hybrid control signal:

vh = vhp + vhf (3.51)

where vhp ∈ R3 and vhf ∈ R3 are the decoupled control signals acting in the posi-

tion and force subspaces, respectively. After, the hybrid control signal vh ∈ R3 is

transformed back to the base frame, through the matrix Rbs.

As it can be noticed, the position control signal vp of the kinematic control law

(3.3) was replaced by the hybrid control signal vh, without loss of generality.

A contribution of this scheme is the fact that the orientation control signal

vo ∈ R3 is calculated separately, that is, it does not get involved in the subspaces
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decoupling. Therefore, the kinematic control signal for the hybrid scheme can be

represented as vk = [vh vo]
T.

Another important advantage of this scheme is to require less information from

the robotic system. Since kinematic control is used, the dynamic parameters (Iner-

tial, Coriolis) of the robot are not required in control and there is no need of sensors

to obtain the moment information, since only the end-effector force is used.

3.3.5 Dual-arm Hybrid Position-Force Kinematic Control

Consider the dual-arm manipulation problem. In this context, the control objective

is to manipulate an object through the workspace while maintaining an appropriate

grasp. Thus, the robotic system should be able to control the squeeze force and

efficiently track a desired position and orientation trajectory for the object.

Previous work have studied this subject: (Hayati, 1986; Uchiyama et al., 1987)

extended the original hybrid control for two arms, but did not model the system

in terms of meaningful task variables. (Uchiyama and Dauchez, 1988) proposed a

dual-arm hybrid position-force control scheme in which the task is described in terms

of absolute and relative position/orientation components. Figure 3.20 presents this

control scheme. Similarly to the single arm control presented in Figure 3.18 , notice

that it is also a torque-controlled scheme and it presents the matrix B, responsi-

ble for transforming the errors on the orientation angles into equivalent rotation

vectors. The main difference is the use of absolute and relative position vector

xO and absolute and relative force vector FO in the controlled variables. However,

they have obtained these variables using the symmetric formulation, which is object

dependent.

Besides, Chiacchio et al. (1996) and Caccavale et al. (2000) have modeled the

cooperative system variables directly from the end-effectors pose, nevertheless these

works have not take advantage of the hybrid control. One of the main advantages

of modeling using the cooperative variables is to be able to control efficiently the

robotic system without relying on the knowledge of the object shape or size nor in

its rigidity.

In section 3.2, we have demonstrated how cooperative control can be used to

achieve kinematic position and orientation control of the dual-arm robotic system.

However, in order to incorporate the force objective and considering the advantages

mentioned in section 3.3.4, we now propose to implement a kinematic hybrid con-

troller, which is less complex and also efficient. If necessary, the kinematic scheme

may be used in a cascade loop to achieve dynamic control.

In order to develop this scheme, we use the basic ideas of the hybrid kinematic

control scheme proposed in Leite et al. (2010) for a single manipulator and extend
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its applications to multiple arms, by means of the cooperative control method, using

absolute and relative variables.
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Figure 3.20: The original hybrid position-force scheme for a two arm system, con-
sidering absolute and relative variables.

At this point, it is important to understand how the hybrid scheme can be

extended for the case of two manipulators. Figure (3.21) shows the constraint frame

defined for the object. We assume that servo vision is not available, then in this

work the absolute frame is set to be coincident with the constraint frame. Note that

this frame varies with respect to the base, but it is constant with respect to the end

effectors, unless contact is lost.

Figure 3.21: Constraint frame Fs represented at an example object.

In order to efficiently hold the object, it is important to control the squeeze force

(or relative force fr) along the zs direction. The other directions xs and ys should be

position controlled. In fact, we do not want the relative position of the end effectors

to change in these directions, since this could cause deformation of the object or

may lead to partial loss of contact (see Figure (3.22)). Therefore, to accomplish

this task the relative position pr and the relative force fr should be exploited by the

hybrid scheme.

55



Figure 3.22: Position and force controlled variables, according to the directions.

The design of the hybrid controllers utilizes the selection matrices S and I − S
are given by:

S =




0 0 0

0 0 0

0 0 1


 , I − S =




1 0 0

0 1 0

0 0 0


 , (3.52)

which are responsible for the decoupling the control actions of force and position,

respectively, acting at the constraint frame.

Using the hybrid method, it is possible to design separate force and motion

controllers. In the case of object manipulation, relative force and position are in

general desired to be constant and their reference values are more naturally specified

in the constraint frame. Now, consider the relative force and position erros (epr and

efr ∈ R3), defined as:

epr = Rbs
sp dr − pr (3.53)

efr = Rbs
sf d
r − fr (3.54)

where sp dr is the desired relative position and sf d
r is the desired relative force, both

expressed in the constraint frame Fs. Thus, the control laws for these variables may

be constructed as:

vpr = Kpr epr +Rbs
sṗ dr (3.55)

vfr = K−1s [Kfr efr +Rbs
sḟ d
r ] (3.56)

where Kpr and Kfr ∈ R3×3 are the gain matrices of relative position and force,

respectively; Ks = ks I3 ∈ R3×3 is the the gain matrix of the object stiffness. In

general, position and force are measured in task space with respect to the base

frame. However, in this frame, selection matrices are dependent on the end-effector

pose. Therefore, the control signals should be decoupled in the constraint frame,

where the selection matrices are invariant. Then, assuming that the Jacobian J(θ)

is expressed in the base frame Fb, the decoupled signals are transformed again to

Fb. The transformation from base to constraint frame (and vice-versa) is done by

using the rotation matrix RT
bs. Because the constraint frame is time-variant with

respect to the base frame, the proposed position and force components (vhp and
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vhf ) of hybrid control law also presents an orientation-dependent term for ensuring

stability (see proof in Appendix A), as discussed in (Leite et al., 2010), as follows:

vhp = Rbs (I − S)RT
bs vpr −Rbs (I − S)RT

bs 2S(ωb)epr , (3.57)

vhf = Rbs S R
T
bs vfr − Rbs S R

T
bsK

−1
s 4S(ωb) efr , (3.58)

where ωb ∈ R3 is the angular velocity of constraint frame Fs with respect to the

robot base Fb, expressed in frame Fb. Therefore, the hybrid control signal can be

described as:

vhr = vhp+vhf = Rbs (I−S)RT
bs [vpr−2S(ωb)epr]+Rbs S R

T
bs [vfr− K−1s 4S(ωb) efr] .

(3.59)

Finally, the control signal v in (3.29) is reformulated using vhr in place of vpr:

v =




vpa

voa

vhr

vor



, (3.60)

and considering the inverse kinematics (3.28) the control system is linearized to:




ṗa

wa

ṗr

wr




=




vpa

voa

vhr

vor



. (3.61)

Now, consider the position and force errors ξpr ∈ R3 and ξfr ∈ R3 expressed at

the base frame after the position-force decoupling are:

ξpr = Rbs (I − S)RT
bs epr , (3.62)

ξfr = Rbs S R
T
bs efr . (3.63)

Then, the following theorem can be formulated:

Theorem 1. (Stability of Dual-arm Hybrid Position-Force Kinematic Control) Con-

sider the closed-loop cooperative control system described by (3.27) and (3.28) with

hybrid control law (3.59) composed by relative position (3.55) and force (3.56) con-

trollers and consider also the absolute position, absolute orientation and relative

orientation controllers as described in (3.29). Assume the reference signals are

bounded and consider assumptions (A-3.1) and (A-3.2). The following properties

can be guaranteed:
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Figure 3.23: Dual-arm Hybrid position-force scheme.

(i) Every signal of the closed-loop system is bounded.

(ii) limt→∞ epa(t) = 0, limt→∞ ξpr(t) = 0, limt→∞ ξfr(t) = 0, limt→∞ eqa, v(t) =

0, limt→∞ eqr, v(t) = 0, limt→∞ eqa, s(t) = ±1 and limt→∞ eqr, s(t) = ±1

Therefore, the closed-loop system is almost-globally asymptotically stable.

Proof: See in appendix A.

The first contribution of this new hybrid scheme is to extend the kinematic hybrid

control from single to multiple manipulators. Also, the developed scheme shows the

feasibility of using, for cooperative manipulation, the hybrid position-force control

only in the relative variables, which are significant for maintaining a secure grasp.

The last contribution is given by the new interpretation for the constraint frame FS,

originally developed for representing the normal direction of a surface, which now

is used to represent the desired force-controlled direction on the object. While the

selection matrices S and I − S are constant, the constraint frame FS is assumed to

be time-variant and it is updated according to the current object orientation, which

is estimated by variable qa.

The main features of the hybrid scheme are: (1) Use of kinematic approach,

(2) the orientation problem is time-variant and expressed using quaternions, (3) the

manipulation task is 6-DoF (4) modeling does not assume the object has a known

and fixed geometry – it can be flexible and (5) the control scheme is centralized

and it gives priority to accomplish the cooperative task objective, rather than each

manipulator positioning.
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3.3.6 Numerical simulations

In order to illustrate the theoretical performance of the proposed control scheme,

the results for numerical simulation are presented. The simulation is implemented

in Simulink, with the support of Robotic Toolbox, using the two-arm model with

similar mechanical of the real robot used in the experiments (Baxter).

Simulation Parameters

The simulation parameters of control are shown in Table 3.4. Although the scheme

does not require any knowledge about the object dimension, the parameters used to

simulate the flexibility behavior during the grasp are shown in Table 3.5.

Table 3.4: Simulation parameters for cooperative hybrid position-force control.

Parameter Value

Kpa 1.5 s−1

Kpr 2.25 s−1

Koa 1.5 rad s−1

Kor 2.25 rad s−1

Kfr 2.0 mN−1s−1

Table 3.5: Simulation parameters for a flexible object.

Parameter Value

l0 0.25 m
ks 140N/m

Tracking Circle Plane-XZ

In the numerical simulation, the position control objective is to track a circular

trajectory in plane XZ of the robot base frame: x = 0.6 + 0.2 sin(1/20 t); y = 0.0

and z = 0.4 + 0.2 cos(1/20 t). The force control objective is to regulate the grasp to

a constant reference (7 N).

Figure 3.24 (a) describes the absolute position and reference trajectories. The

trajectory is smooth and it tracks the reference. Figure 3.24 (b) illustrates the

absolute position error. After the transient, the absolute position error converges

asymptotically to zero.

The relative position and the reference is shown in Figure 3.25 (a) and the error

is also shown in Figure 3.25 (b). The position-controlled directions pr, x and pr,y

of the relative position converges to zero, while the force-controlled direction pr, z

converges to a 200 mm distance. Indeed, this is the expected value considering the
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object elastic deformation parameter adopted in the simulation and the force control

setpoint.

The absolute and relative orientation errors are illustrated in Figure 3.26. For

a proper manipulation, priority is given for the relative orientation error, since it is

more important to avoid lose of alignment. The absolute orientation error presents a

small and acceptable oscillation around 0.03 rad. Meanwhile, the relative orientation

error is kept close to zero.

The force applied to the object and the force error are presented in Figure 3.27.

The force converges smoothly to the reference set (7 N) and the error presents small

oscillation around zero, caused by the object flexible behavior.

The Cartesian control signal is demonstrated in Figure 3.28. It can be noted that

the control signals are smooth and bounded. The joint velocities are also smooth

and do not require any peak or unfeasible velocities from the actuators, as can be

seen in Figure 3.29 and Figure 3.30.

The representation of the robot arms and the trajectory performed by the object

(frame Fa) is shown in Figure 3.31. It can be noted that, after the transient, the

trajectory tracks the reference with acceptable performance.
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Figure 3.24: Hybrid control: (a) absolute position and reference (b) absolute position
error.
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Figure 3.29: Hybrid control: left arm joint control signals.
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Figure 3.30: Hybrid control: right arm joint control signals.
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Figure 3.31: Hybrid control: trajectory performed by manipulators (with reference).
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3.4 Conclusion

In this chapter, control strategies for cooperative manipulation are discussed. Ini-

tially, the kinematic control of a single manipulator is studied, where position, force

and orientation control schemes are independently analyzed. Then, the problem is

extended for the kinematic control of a cooperative system, which is modeled using

the cooperative task-space formulation.

For the sake of testing and better comprehension before implementation in the

robot, a numerical simulation is performed using a two-arm model with similar

mechanical structure of the real robot used in the experiments. At this step, the

objective proposed for the cooperative manipulation was to achieve coordinated

motion of the manipulators and the proposed task involved tracking of trajectories

designed for the absolute and relative frames. The results confirm the feasibility of

the cooperative task-space formulation.

In the sequence, force control is considered for the cooperative manipulation. As

part of the analysis, modeling of an generic object is described and a analysis of

the contact forces and friction which happen during manipulator-object interaction

is studied. Next, conflicts between the force and position objectives are considered

and the characteristics and differences of the most-known interaction methods –

impedance control and hybrid position-force control – are discussed.

The studies led to a new cooperative hybrid position-force control scheme for

dual-arm robots. The scheme is purely kinematic and does not depend on the

dynamic model of the robot, neither of the object properties. Additionally, the

constraint frame is analyzed in order to determine the subspace decomposition,

which is required by a hybrid controller, and guarantee its implementation feasibility.

The stability analysis is verified using the Lyapunov Stability Theory. Finally, a

new numerical simulation is performed for the proposed control scheme, including

the object behavior, and the results corroborate the develop method.
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Chapter 4

Experimental Setup

In this chapter, the experimental setup, including the Baxter robot, is described. A

real manipulation task is proposed and verified. For better comprehension, the task

is conceptually subdivided in two main steps: the autonomous grasp of an object

and the hybrid position-force control for cooperative manipulation (Figure 4.1).

Considering a scenario where the robot is used to manipulate remote objects,

it is important that the robotic system is prepared to perform automated tasks.

Indeed, the robot ability to grasp autonomously an object may lead to a safer, less

costly and less complex manipulation task. Therefore, this chapter presents as part

of the experimental setup, a methodology for complete identification and grasping

of an unknown object using dual-arm robots.

After the grasp closure is performed, the proposed cooperative hybrid control

scheme is activated. On the purpose of obtaining the experimental results, different

predefined trajectories are tested for the object position. The results presented are

commented and confirm the feasibility and effectiveness of the method (Section 4.3).

Figure 4.1: The manipulation task proposed has two main steps.
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4.1 Problem Formulation

In this section, the problem formulation for the manipulation task is described (Fig-

ure 4.2). A dual-arm robot composed by two manipulators with torque sensors in

the joints and two coupled cameras (one in each arm) is used – Baxter robot.

The task of interest is to grasp an object and move it according to a reference

trajectory defined by an operator in a remote local.

Figure 4.2: Experimental setup: robot, cameras and object.

The force is controlled autonomously by a force control loop. The desired contact

force fd is determined experimentally and it can not exceed the limits to avoid that

the contact is lost (fd>fmin) or that the object is damaged (fd<fmax). Also, in the

experiments there are no force sensors attached to the robot end effectors and the

estimated contact force f̂ is obtained from the direct measurement of torque sensors

at each joint (Section 2.3.1).

Therefore, the proposed task involves many challenges as: (i) control the pose

of an object manipulated by the two robotic arms; (ii) control the contact force

indirectly from the torques in the joints; (iii) visually identify the initial pose of the

object to perform the procedure grip safely and efficiently.

4.1.1 Baxter Robot Description - Hardware and Software

The robotic system is composed by a BaxterTM Robot (Rethink Robotics) with 7-

DoF, where each arm is endowed by an interchangeable end effector and a video

camera for recognizing objects, parts and the workspace (Guizzo and Ackerman,

2012).

Baxter also has a 360 degrees sonar array and a front camera mounted in its head

for human presence detection. Each arm has torque, velocity and position sensing
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in each joint. Other integrated sensors are 3-axis accelerometers and infrared range

finders in each wrist.

The joints are manufactured with Series Elastic Actuators (Pratt and

Williamson, 1995; De Luca and Book, 2008), where the joint flexibility is about

843Nmrad−1 for the shoulder and elbow joints and 250Nmrad−1 for the wrist

joints. The robot positional accuracy is about 5 mm for the whole workspace,

however it is about 0.5 mm for a limited envelope according to the manufacturer.

The maximum joint speed are 2.0 rad s−1 for the shoulder and elbow joints and

4.0 rad s−1 for the wrist joints. The maximum payload including the end effector is

about 2.2 Kg.

Based on the manufacturer Unified Robot Description Format (URDF) model,

we have created a simplified representation of the robot arm (Figure 4.3), where the

links lengths Li are expressed in meters and the robot joints Ji are of revolution type.

From this model, we can obtain the standard parameters of the Denavit-Hartenberg

convention for the robot arm (Siciliano et al., 2009).

Figure 4.3: Links and joints representation for the Baxter arm.

For the manipulation task, we have coupled a tool to each end effector. The tool

is a rubber disk, which intentionally increases the friction coefficient and protects

the end effectors against impacts.

Due to limited bandwidth capabilities of the Baxter cameras and to avoid pro-

cessing overload in the robot hardware, a Logitech HD Webcam C270 is directly

connected to the computer by a USB port. The image distortion coefficients (radial

and tangential) k, as well as the focal length f , the principal point coordinates cx, cy

and the skew coefficient αs, are determined using a conventional calibration method

provided by the OpenCV library. The calibrated camera parameters are presented

in table 4.1.

In the experiments, we have used a Baxter Research Robot. The main difference

compared to the Baxter industrial model is related to the software. The research

model is able to perform tasks according to the algorithms developed using the

open-source Robot Operating System (ROS), which is code platform with libraries
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Table 4.1: Camera parameters

Resolution FPS fα cx cy
1280× 800 20 402.3 669.6 404.3

and tools available to assist in the development of applications for robotic systems

(Quigley et al., 2009).

The robot communicates via ROS messages with a local computer. This com-

puter is responsible for the main data processing – it executes the visual identification

algorithm and the control loop calculations.

The Baxter robot has a 3rd Gen Intel Core i7-3770 3.4 GHz processor with 4 GB

DDR3 RAM memory and 128 GB Solid State Drive. During the experiments, the

local computer used is a Macbook air mid-2012, with an Intel Dual Core i5 1.8 GHz

processor, 4 GB DDR3 RAM memory and 128 GB Solid State Drive.

The software routines created in this work were developed in Python language.

The control algorithm is executed with 50 Hz frequency (maximum loop time is

20 ms). After the control loop calculations are performed, a message is sent to the

robot via ROS topic.

The robot receives the commands using the Joint Control Listeners, which store

the commands to be retrieved asynchronously by the RealTime Motor Control Loop

(the highest priority process on Baxter PC) every 1 ms (1 KHz frequency). The

velocity command is then sent to each Joint Control Board (JCB) and executed

within the same 1 ms timeslot. These layers are not accessible for user modification.

4.1.2 Object description

The physical characteristics of the object are considered to be not known a priori,

but its width can be determined during the grasping procedure. For simplicity, it

is also assumed that the dimensions of the object not too small so that it can be

picked by a claw, but it is sufficiently large so that it can be carried by two robots

manipulators with known load capacity. Besides, the object must be placed inside

the robot workspace, in such a way that it is possible for the end effectors to grasp

it.

The object utilized in the experiments is a cardboard box with dimensions

0.325m × 0.215m × 0.14m (L × W × H). Additionally, two tags are attached

to the largest lateral faces.

4.1.3 Validation of the force estimation

In this work, we propose to obtain the contact force information using the data

available from the robot torque sensors, as discussed in Section 2.3.1.

69



0 10 20 30 40
4

6

8

10

12

N

(a) Raw Estimated Force

 

 

f̂

0 10 20 30 40
4

6

8

10

12

Time, s

N

(b) Estimated Force after Filtering

 

 

f̂

Figure 4.4: Experiment for force estimation (a) using data obtained from the torque
sensors and (b) after a low-pass filter.

In order to validate the estimation, an experimental verification is performed.

Baxter provides an estimative of the gravitational torques based on the robot kine-

matic model. Thus, to ensure correct estimation of the gravitational torques, the

robot is leveled with respect to the ground, using the robot built-in bubble level.

Next, the torque sensors are calibrated according to the manufacturer procedure

(Rethink provides an automatic calibration algorithm).

In the beginning of the experiment, the end effector is positioned pointing upside.

Then, two reference weights are added to the top of the end effector at different

moments: at t = 5 s, the first weight w1 = 0.522 Kg is added and at t = 25 s,

the second weight w2 = 0.103 Kg is joined to the first weight. The data obtained

from the torque sensors is used in the estimation algorithm and the force obtained

is presented in Figure 4.4 (a), where f̂ is the force estimation in ze direction, which

is the information required by the force control loop.

As can be noticed, the sensors noise is significant - the amplitude is about 0.6

N. In order to reduce noise, a digital low-pass filter, with transfer function H(z) =

0.95/(z − 0.05) is used. The resultant filtered estimation is presented in Figure

4.4 (b).

70



(a) Phase 1 (b) Phase 2

(c) Phase 3 (d) Phase 4

Figure 4.5: Phases of the proposed manipulation task.

4.1.4 Sequence of operation

The manipulation task is divided in four phases (see Figure 4.5):

• Phase 1 - Initial Positioning : Using a kinematic position control loop

for each manipulator, the two arms are positioned in predefined pose and the

camera attached to the manipulator is able to visualize the markers. If needed,

the operator can adjust the end-effectors position.

• Phase 2 - Pose Identification : Using the algorithm described in section

4.2.2, the relative position and orientation of the object TAG and the camera

is obtained.

• Phase 3 - Approximation and Object Grasp : Using again a kinematic

position control loop for each manipulator, the end effectors are repositioned

close to the grab location, which is autonomously determined using the visual

markers center position (Section 4.2.5). Then, using the kinematic control for

each manipulator, the reference is gradually incremented in the grasp direction

(~h12), until the force detected reaches a specified value.

• Phase 4 - Hybrid Position-Force Control Loop : The Hybrid Coopera-

tive Control is turned on and the control scheme regulates the force and tracks

the desired position for the object, which is chosen as predefined circular tra-

jectories. The force measure used in the force control loop is the estimated

contact force f̂ obtained from the direct measurement of torque sensors at

each joint.
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4.2 Methodology for dual-arm grasp of objects

The importance of autonomous grasp has motivated the development of a method-

ology for dual-arm grasp. For example, if the robotic system is used to manipulate

remote objects, some common problems as communications delays and wrong per-

ception of the operator may introduce difficulties for grasping the object. Besides,

using force feedback devices, such as haptic controllers, increase the costs of the

teleoperated system. Hence, autonomous grasp allows the operator to focus on the

main activity: to control the desired trajectories for the manipulation task.

Despite the benefits, autonomous grasp is still a challenging problem and subject

of research (Saxena et al., 2008). Different technologies can be used to identify

an unknown object and obtain the main information needed. For instance, the

use of laser, structured light systems or sonar may provide rich information, but

can increase costs and the data treatment may add complexity to the problem

(Lippiello et al., 2013). On the other hand, the use of monocular cameras offer a

good cost/performance and usually are already integrated in the robotic system –

if not, they can be easily installed. The development of open-source libraries to

treat image information, in the last years, is also an attractive motivation for the

use robot vision.

Usually, there are two main phases in the process of grasping an unknown object:

the visual identification of the object pose and the grasp planning.

Several techniques can be employed for visual identification of the pose (Yoshimi

and Allen, 1994; Collet et al., 2009; Wang et al., 2010). Some methods are based on

processing images of the environment and extract natural features (Rice et al., 2006).

For instance, the volumetric scene reconstruction (Dyer, 2001) and the surface scene

reconstruction approaches (Xu and Prince, 1998). It is worth noting that volumetric

methods, since a spatial model of the object is obtained, are more suitable for

collision avoidance, while surface methods are more adequate for grasp planning

(Lippiello et al., 2013). Other possibilities for object reconstruction depends on the

use of several kinds of sensors, as the vision-based structured light systems (Ribo

and Brandner, 2005).

However, object reconstruction based on naturally-occurring features is a costly

problem in computation. In many cases, the use of artificial features – also known as

fiducial markers – rather than unconstrained images can greatly simplify the pose

identification problem. Indeed, this approach improves the runtime performance

and the reliability in object localization (Rice et al., 2006).

In this work, we focus on objects with simple geometry. Some assumptions on

the object are:

(A-4.1) It has locally parallel faces.
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(A-4.2) It is convenient to attach tags in the grasping points.

For instance, the object could be a box or a large ball. After marking the grasping

point with tags, a visual fiducial system can provide relative position and orientation

of a tag, which can be composed by multiple markers, with respect to the camera.

(Olson, 2011).

The choice of the tag system is an interesting topic of research. Many 2D bar

code style tags have been proposed, such as Cantag (Rice et al., 2006), ARTag

(Fiala, 2010) and AprilTag (Olson, 2011); these tags are useful not only for pose

identification but also for object discrimination, providing unique markers. Other

approaches, as the work Faria et al. (2015) choose light markers, which could be

adapted to the object (valves, in this case) in an industrial environment without

trouble and offer the advantage of being robust to changes in the environment light-

ning conditions. However, since the manipulation task proposed here deals with

moving objects, problems such as powering the markers would arise.

In this case, the use of passive markers, which do not require electrical power

and can be made with planar patterns for convenient printing and mounting (Fiala,

2010), is more suitable. Besides, studies have shown that circular tags offer better

location and pose accuracy (Rice et al., 2006) and low maximum error of centroid

location due to digitization (Bose and Amir, 1990). Therefore, in this work, the

methodology for visual identification of the object pose proposed in (Faria et al.,

2015) is used, except that now a tag composed of colored circular markers is chosen

in place of the light markers (Figure 4.6).

Figure 4.6: Tag composed of four circular markers.

It is worth noting that even with the modern tags, feature extraction under

different lighting conditions, surface geometries, and textures is still a challenging

and error prone problem. In the following, the use of key features to obtain the

relative camera-object pose is described.

4.2.1 Object identification using key features

The objective of the identification algorithm treated here is to find the relative

position and orientation of the object with respect to the camera, that is, describe

the pose of the frame Fm, where the markers are placed, with respect to the camera

frame Fc.
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The input for the system is the image (either a static image or a video stream)

containing the tag attached to an 3D object, where the 3D object coordinates pro-

jected into the camera frame create the 2D image coordinates (see Figure 4.7). These

3D-2D correspondences are also referred as the homography between the known po-

sition of the points in the tag frame to the measured pixels in the image frame

(Petersen, 2008a).

Figure 4.7: Perspective problem using four feature points. Extracted from (Petersen,
2008a)

Fischler and Bolles (1981) have used the term Perspective n-Point problem or

simply PnP problem, for this type of problem using n feature points from the tags.

To solve the PnP problem, a minimum number of correspondences are required.

The P3P problem is the smallest set of feature points (n = 3) that yields a finite

number of solutions (Gao et al., 2003). Fischler and Bolles (1981) noticed that there

are at most four possible solutions to the P3P (with three non-collinear points)

equation system.

In theory, the pose of a calibrated camera can be uniquely determined from a

minimum of four coplanar and not collinear points (Schweighofer and Pinz, 2006).

In practice, Oberkampf et al. (1996) have shown that instead of a single solution, the

P4P problem always presents two acceptable solutions (two local minima), which

are mirror images with respect to a plane parallel to the image plane. They also

developed a solution for this pose ambiguity: the algorithm POSIT maintains two

alternative solutions and it uses a quality measure to decide for the better one.

However, this method produces acceptable solution only when the camera distance

is very large compared to the depth in the scene and, to cope with this limitation,

Schweighofer and Pinz (2006) developed a new algorithm for a unique and robust

solution of the P4P problem.

Many other algorithms have been developed for solving and optimizing the PnP

problem. The most relevant are RANSAC (Fischler and Bolles, 1981), Direct Linear

Transformation (DLT) (Abdel-Aziz et al., 2015) and Efficient Perspective-n-Point

Camera Pose Estimation (EPnP) (Lepetit et al., 2009).
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4.2.2 Image Processing

The objective of the image processing described, in this subsection, is to obtain a

list of markers given an input image (either a static image or a frame from a video

stream) (Fiala, 2010). The precise and efficient identification of these key points in

the image is an important step for an adequate pose estimation.

From the original image (Figure 4.8) each step is described in the following:

Figure 4.8: Original image of an object with markers, oriented in a 45o angle.

Step 1 - HSV conversion: In this step, each recorded image frame is converted

from the traditional RGB color space to the HSV space, which represents the image

information in three channels: Hue, Saturation and Value. The HSV representation

is more suitable to perform color separation (Cheng et al., 2001).

The Hue channel is defined by the dominant wavelength of each color. The Value

channel refers to the lightness/darkness of a color and it also indicates the quantity

of light reflected. The saturation channel refers to the brilliance and intensity of a

color.

Step 2 - Mask creation and bitwise conjuction: By selecting limited ranges

for each channel, a specific color can be isolated. The Hue channel is more sensible

to color identification. In order to identify the orange color of the markers used here,

a Hue range 13− 26 was defined experimentally.

In the algorithm, first a HSV mask is created using the desired range. Then, a

bitwise conjunction is performed between the original image array and the HSV

mask. Figure 4.9 shows the result of this operation.
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Figure 4.9: Result of bitwise operation with HSV mask, applied to the original
image.

Step 3 - Gaussian Filtering: The image obtained from the bitwise conjunction

is usually intensely affected by noise. Because of that, a Gaussian Filter is applied

to smooth the borders and attenuate noise before the contours identification. The

result is shown in Figure 4.10. This filtering is also important to prevent outliers in

the next steps.

Figure 4.10: Smoother image after the Gaussian filter.

Step 4 - Canny Filtering: In this step, the objective is to remove all visual

information from the image that does not belong to the markers contours, using the

well-known Canny filter (Canny, 1986).
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This filter aims to find the intensity gradient of the image, applying a pair of ver-

tical and horizontal gradient convolution masks. Then, the intensity and direction

of the 2D gradient is calculated. After, it determines whether a pixel belongs to

the contour, performing a non-maximum suppression and hysteresis thresholding

method. The lower and upper values of the gray scale thresholds are chosen as

µ1 = 100 pixel and µ2 = 200 pixel respectively, for a robust contour detection. The

result is presented in figure 4.11. As it can be seen, the image still presents some

outliers, however none in a circular format.

Figure 4.11: Contours detection.

Step 5 - Contour Selection and Centroid Coordinates Estimation: In order

to find the centroid coordinates for each marker in the image, a range of feasible ra-

dius and minimum values for the solidity condition is defined. The solidity condition

is defined as the ratio of contour area to its convex hull area, where a value close to

the unity implies in a circular edge. However, in general, the detection algorithm

finds more than one contour representing the same circle, which generates a number

of candidate centroid coordinates. To overcome this multiple solutions problem, we

propose to calculate the mean value of the coordinates for all centroids of the same

circle in order to determine only one centroid for each. The final result is presented

in Figure 4.12, where the markers coordinates are illustrated.

4.2.3 Pose Estimation Algorithms

After image processing, the image coordinates are obtained and the P4P problem

needs to be solved. The process is illustrated in figure 4.13.

In general, the algorithms PnP problems require as input information:
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Figure 4.12: Markers coordinates are successfully obtained.

Figure 4.13: Input/Output model for the P4P problem.

1. the set of object points,

2. their corresponding image projections,

3. the camera matrix,

4. the distortion coefficients,

providing as output:

1. the rotation matrix Rmc and

2. the distance vector rmc between the camera and the markers.

The camera matrix and the distortion coefficients are obtained in the camera

calibration process.
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In this work, the P4P problem is solved using an iterative method based on

Levenberg-Marquardt optimization (Marquardt, 1963) and available in OpenCV

library. In this method, the algorithm finds a pose that minimizes the reprojection

error, which is the sum of squared distances between the image coordinates and the

object coordinates. The image output is presented in Figure 4.14, where the axis

are plotted for easy visualization.

Figure 4.14: Output image and TAG frame.

From the rotation matrix Rmc, the vector ~ho, normal to the TAG plane and

representing the direction of the object, is obtained. Also, let α be the yaw angle,

that is, the direction the object is pointing to, with respect to the robot base.

The yaw angle can be calculated as α= arccos(~ho · ~xb) − π/2 and is useful in the

manipulators alignment process.

4.2.4 Experiments for Validation

In this subsection, the experiment for validation of the pose estimation methodology

is described and its results are presented.

For illustration, the object is disposed in three different configurations, using a

protractor for better precision (Figure 4.15). Next, the algorithm is run: for each

object pose, 100 images are taken and its correspondent estimations are obtained.

The results are displayed in (Figure 4.16). Also, the statistics for the tests are shown

in Table 4.2.
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(a) 15◦ (b) 30◦

(c) 45◦

Figure 4.15: Vision Experiment: object different configurations.

Table 4.2: Statistics of visual identification experiments.

15◦ 30◦ 45◦

mean 15.80 30.43 45.61
std. dev 0.93 0.71 0.59

max 18.17 32.03 47.33
min 13.78 28.75 44.31

4.2.5 Alignment of the Manipulators

After the visual identification, a planning algorithm uses the information obtained

to drive the manipulators to the markers position.

The problem of alignment consists in determine a proper position for the ma-

nipulators before the grasping and to align them with the direction of the object ~ho

(see Figure 4.17).

Assume that the object lies in the plane xb-yb of coordinate system of the base Fb
(pitch = 0◦) and its initial pose is uncertain. Let pc, 1 and pc, 2∈R3 be the positions

the cameras attached to the left and right end effectors, respectively. Also, consider

pm, 1 and pm, 2∈R3 the positions of the visual markers fixed on the left side and the

right side of the object, respectively.
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Figure 4.16: Results for the vision experiment.

The position of the cameras with respect to the end effectors pec, i is constant

and known: therefore, the camera position with respect to the robot base pc, i can

be obtained using Forward Kinematics. Besides, the relative distance of the each

marker to the correspondent camera rcm, i is obtained from the visual estimation

algorithm. Hence, the position of each marker pm, i with respect to the base is:

pm, i = pc, i + rcm, i, i = {1, 2} . (4.1)

The markers position is chosen as the target contact point for the grasp. Addi-

tionally, the manipulators should be positioned closer to the contact points keeping a

distance d∈R, experimentally defined, from them. Therefore, the desired positions

for each end effector pd, i, before the grasp, are calculated as:

pd, i = pm, i + d ho, i = {1, 2} . (4.2)

It is worth mentioning that if an estimative of the object width l is available,

the alignment can be performed using just one camera. In this case, the position of

the other marker is estimated as pm, 2 = pm, 1 + l ho.

If the end effectors are aligned in the initial direction ~yb, with orientation R0, i,

then the desired orientation for the correct alignment with the object can be obtained

by a rotation of α (the yaw angle) around axis ~xe:

Rd, i = Rx(α)R0, i i = {1, 2} . (4.3)
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Figure 4.17: Alignment problem.

Finally, after this initial positioning procedure, force control is applied in the direc-

tion of the unit vector ~ho until a minimum contact force fmin is reached.

4.3 Experiments and Results

In this section, the experimental results for the Cooperative Hybrid Relative

Position-Force control (Section 3.3.5), obtained with the Baxter robot, are presented.

Initially, the grasp is performed using the vision methodology described. The results

presented in this section are obtained after the hybrid control is enabled.

In order to illustrate the control performance, two different planned trajectories

for the end-effectors absolute position are specified. First, the desired trajectory is

a circle defined in plane YZ. In the sequence, the next desired trajectory is a circle

defined in plane XY. Both circular trajectories have radius rc = 0, 2m and angular

frequency ωc=
π

5
rad s−1.

While the position control loop tracks the absolute position and keeps the relative

position null, the force control loop regulates the contact force, that is, the relative

force, applied by the manipulators, to 10 N. The contact force is estimated using

the joint torque measurements. Also, the absolute force setpoint is set to 0 N, since

both manipulators should apply the same force.

The experiments were design to avoid kinematic singularities, then the trajecto-

ries do not lead the manipulators to the limit of the robot workspace.

The control parameters utilized in the experiments were determined by the sim-

ulation presented in Section 3.3.6 and are presented at table 4.3.

In the experiments presented in this section, we have used a local computer to
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communicate with the robot. Another possibility is to create a teleoperated system.

For further details, a proposed system architecture for teleoperation is described in

Appendix B.

Table 4.3: Experimental control parameters for cooperative hybrid position-force
control.

Parameter Value

Kpa 1,5 s−1

Kpr 2,25 s−1

Koa 1,5 rad s−1

Kor 2,25 rad s−1

Kfr 2,0 mN−1s−1

Tracking a circular reference - plane YZ

The experimental results described here include the data obtained before the change

of reference, which occurs around 10 s.

Figure 4.18 (a) describes the absolute position and reference trajectories. The

trajectory is smooth and it tracks the reference. Figure 4.18 (b) illustrates the

absolute position error. After the transient, the absolute position error converges

asymptotically to a region around 10 mm. The result is acceptable considering

that the joints flexibility effects were not modeled in the control scheme and also

considering that this flexibility degrades the accuracy of position control (De Luca

and Book, 2008).

The relative position and the reference is shown in Figure 4.19 (a) and the error is

also shown in Figure 4.19 (b). The position-controlled directions pr, x and pr,y of the

relative position converges to a region around zero, while the force-controlled direc-

tion pr, z converges to a constant distance. Indeed, this is the expected considering

the distance depends on the force control action.

The absolute and relative orientation errors are illustrated in Figure 4.20. Both

absolute and relative orientation error presents a small and acceptable oscillation

around 0.02 rad.

The filtered estimated force applied to the object and the force error are pre-

sented in Figure 4.21. The force reaches the reference (10 N) and the error presents

relatively big oscillation (2 N) around zero. This occurs probably due to the pres-

ence of flexibility on the object and expected errors in the force estimation method,

which may be originated from noise, friction and vibration as discussed in section

2.3.1. However, in the experiments, the error has not influenced in the manipu-

lation task and the object has not lost contact. It is worth noting that the force
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control performance tends to degrade and oscillate more when the object stiffness

is decreased. Then, better performance would be expected for a rigid object.

The Cartesian control signal is demonstrated in Figure 4.22. It can be noted that

the control signals are smooth and bounded. The joint velocities are also smooth

and do not require any peak or unfeasible velocities from the actuators, as can be

seen in Figure 4.23 and Figure 4.24.

The representation of the robot arms and the trajectory performed by the object

(frame Fa) is shown in Figure 4.25. It can be noted that, after the transient, the

trajectory tracks the reference with acceptable performance.
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Figure 4.18: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: (a) absolute position and reference (b) absolute position error.
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Figure 4.19: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: (a) relative position and reference (b) relative position error.
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Figure 4.20: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: (a) absolute orientation error (b) relative orientation error.
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Figure 4.21: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: (a) force applied to object (b) force error.
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Figure 4.22: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: (a) absolute position control (b) relative orientation control (c) relative
position control (d) relative orientation control.

86



0 10 20 30 40 50 60 70 80
−0.6

−0.4

−0.2

0

0.2

0.4
Left arm joint control signals

r
a
d
s
−
1

 

 

u1 u2 u3

0 10 20 30 40 50 60 70 80
−1

−0.5

0

0.5

Time, s

r
a
d
s
−
1

 

 

u4 u5 u6 u7

Figure 4.23: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: left arm joint control signals.
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Figure 4.24: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: right arm joint control signals.
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Figure 4.25: Experimental Results - Hybrid Relative Position-Force Control tracking
YZ plane: trajectory performed by manipulators (with reference).
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Tracking a circular reference - plane XY

The experiments performed here are similar to the last subsection, but the absolute

position reference is modified to track a trajectory in XY plane, with respect to the

robot base.

Figure 4.26 (a) describes the absolute position and reference trajectories and

Figure 4.26 (b) illustrates the absolute position error. The relative position and

the reference is shown in Figure 4.27 (a) and the error is also shown in Figure 4.27

(b). The absolute and relative orientation errors are illustrated in Figure 4.28. The

filtered estimated force applied to the object and the force error are presented in

Figure 4.29. The Cartesian control signal is demonstrated in Figure 4.30. The joint

velocities are illustrated in Figure 4.31 and Figure 4.32. The representation of the

robot arms and the trajectory performed by the object (frame Fa) is shown in Figure

4.33.

The results show that the manipulation task can also be performed in the XY

plane with similar performance. As expected, the absolute position variable is re-

sponsible for the object positioning and it is able to modify the position without

any restriction, even for movements occurring in the force-controlled direction, since

the force control only acts in the relative position variable.
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Figure 4.26: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: (a) absolute position and reference (b) absolute position error.
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Figure 4.27: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: (a) relative position and reference (b) relative position error.
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Figure 4.28: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: (a) absolute orientation error (b) relative orientation error.
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Figure 4.29: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: (a) force applied to object (b) force error.
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Figure 4.30: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: (a) absolute position control (b) relative orientation control (c) relative
position control (d) relative orientation control.
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Figure 4.31: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: left arm joint control signals.
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Figure 4.32: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: right arm joint control signals.
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Figure 4.33: Experimental Results - Hybrid Relative Position-Force Control tracking
XY plane: trajectory performed by manipulators (with reference).
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4.4 Conclusion

In this chapter, an experimental setup is proposed and verified. The problem formu-

lation is explained and information about the robotic system used in the experiments

is presented (Section 4.1.1).

A methodology for autonomous grasp based on visual information is developed

and explained. The methodology requires a monocular camera, which offers good

cost/performance to solve the P4P problem. The experiment performed using an

object with visual markers illustrate the feasibility of the method to estimate the

pose of objects.

After the grasp closure is performed, the cooperative control is activated. Then,

the experimental results, using the Baxter robot, are obtained for the proposed co-

operative hybrid scheme and confirm the feasibility and effectiveness of the method.

Finally, the results show, as expected, that the manipulation task can be per-

formed with acceptable performance even for movements occurring in the force-

controlled direction, since the force control only acts in the relative position variable.
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Chapter 5

Concluding Remarks and

Perspectives

5.1 Conclusions

In this work, a hybrid position-force kinematic control scheme for cooperative ma-

nipulation was proposed, based on the hybrid kinematic control scheme developed

in Leite et al. (2010) for single manipulators. The scheme proposed here considered

the problem of bi-manual cooperative manipulation, using the hybrid position-force

method, which is a direct force control method, that is, the force is controlled via a

separate (explicit) force loop. This strategy allows direct specification of a desired

force value.

Additionally, the orientation control is based on the unit quaternion representa-

tion, which is free from singularities and computationally more efficient. The stabil-

ity analysis was presented, considering the position, force and orientation loops, as

part of the hybrid control scheme. The analysis uses the Lyapunov stability theory

and it takes advantage of the complementary orthogonal spaces, which allows an

independent design of the control loops.

The robotic system for cooperative manipulation is modeled based on the coop-

erative task space formulation, proposed in (Chiacchio et al., 1996; Caccavale et al.,

2000). This formulation defines the cooperative task, in terms of absolute and rela-

tive variables, which can be computed from the end-effector pose.

With the objective of not using force sensors, which are expensive and require

customization of the end effector, the contact forces acting at the end effectors are

estimated based on the joint torques information, which are measured using built-in

sensors positioned in each robot joint. The results confirm the feasibility of the

proposed estimation for object manipulation. However, for tasks that require a high

accurate force objective, it should be considered installing force/torque sensors at
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the end effector.

In the experimental setup, the proposed manipulation task requires the capability

of the robotic system to identify the pose of an object. Based on the ideas proposed

in Faria et al. (2015), an alternative procedure for visual estimation of the 3D pose

of objects using a single monocular camera is developed. In this work, colored visual

markers are used to determine the pose of an object located in the robot workspace.

In the sequence, a grasping algorithm, which allows the robot arms to grasp the

object autonomously, is proposed. This algorithm can be used, for example, during

teleoperation to assist the operator, which can focus on other part of the process.

The feasibility and effectiveness of the proposed control method is verified

through numerical simulation (Matlab) and experiments in a real robotic system

(Baxter robot), which uses the Robot Operating System (ROS). The experimen-

tal results obtained were presented and certify the performance of the cooperative

hybrid control algorithm proposed.

5.2 Future Work

In order to continue the development and to promote the research discussed in this

work, some suggestions of future work are presented:

• Implement the proposed method in a robotic system endowed with multiple ma-

nipulators;

• Install force sensors at each end effector and compare the performance with the

results presented in this work;

• Include the joint flexibility dynamic modeling, considering the cooperative de-

scription of the system. If the joint flexibility effect is considered in the modeling,

the system order becomes higher than usual, which increases the complexity of

the control design;

• Include an external camera to measure and obtain an accurate estimate of the

object pose. The camera or eventually multi-camera system would be included

in the environment where the manipulation is to be performed;

• Investigate the feasibility to use other types of fiducial markers. It is important to

increase the robustness of the pose estimation algorithm to image disturbances

caused by the usual presence of smoke and steam in many industrial environ-

ments;

• Implement an obstacle avoidance and detection algorithm enabling the robot to

operate in unstructured environments.
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Appendix A

Proof of Theorem 1:

Dual-arm Hybrid Relative

Position-Force Control

For the closed-loop stability analysis of the cooperative hybrid relative position-force

scheme, the following Lyapunov function is proposed:

2Vh(epa, ξpr, ξfr, eqa, eqr) = eTpa epa + ξTpr ξpr + ξTfr ξfr

+ (eqa, s − 1)2 + eTqa, v eqa, v + (eqr, s − 1)2 + eTqr, v eqr, v . (A.1)

The time derivative of the decoupled position and force errors (3.62) and (3.63)

is given by:

ξ̇pr = Ṙbs (I − S)RT
bs epr +Rbs (I − S) [ ˙(RT

bs) epr +RT
bs ėpr] , (A.2)

ξ̇fr = Ṙbs S R
T
bs efr +Rbs S [ ˙(RT

bs) efr +RT
bs ėfr] . (A.3)

Remind that Ṙbs = S(ωb)Rbs or equivalently Ṙbs = Rbs S(ωs), where vector ω

denotes the angular velocity of frame Fs with respect to frame Fb. The notation

ωs and ωb means the vector is expressed in the frame Fs or frame Fb, respectively.

Also, knowing that Ṙsb = ˙(RT
bs) = −S(ωs)R

T
bs, then it can be concluded that ˙(RT

bs) =

(Ṙbs)
T. Since the selection matrices are diagonal, then the first and second terms of

equations are equivalent.

Besides, from (3.61) and (3.41) the relations ṗr = vhr and ḟr = 1
2
Ks ṗr are

obtained and thus the time derivative of the relative errors are ėpr = ṗdr − vhr and

ėfr = ḟdr − (1
2
Ks ṗr), respectively. Therefore, the error dynamics (A.2)-(A.3) can be
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rewritten as:

ξ̇pr = Rbs (I − S)RT
bs [−2S(ωb) epr + ṗdr − vhr] , (A.4)

ξ̇fr = Rbs S R
T
bs [−2S(ωb) efr + ḟdr −

1

2
Ks vhr] . (A.5)

From the quaternion error propagation (2.19) (Lizarralde and Wen, 1996), the

quaternion error dynamics is given by

ėq =
1

2
Jq(eq) ω̃ , Jq(eq) =

[
−eTqv

eqsI − S(eqv)

]
, (A.6)

where ω̃ = ωd − ω. Then, the time derivative of Vh is obtained:

V̇h = eTpa ėpa + ξTpr ξ̇pr + ξTfr ξ̇fr + eTqa, v(ω
d
a − ωa) + eTqr, v(ω

d
r − ωr)

= eTpa [ṗda − vpa] + ξTpr Rbs (I − S)RT
bs [−2S(ωb) epr + ṗdr − vhr]+

ξTfr Rbs S R
T
bs [−2S(ωb) efr + ḟdr −

1

2
Ks vhr] + eTqa, v ω̃a + eTqr, v ω̃r . (A.7)

Substituting the hybrid control law vhr given by (3.59) into and using the fol-

lowing properties of the orthogonal subspaces (Mason, 1981) we obtain

(I − S)S = S (I − S) = 0, (I − S) (I − S) = (I − S), S S = S, (A.8)

it is possible to obtain:

V̇h = eTpa [ṗda − vpa] + ξTpr Rbs (I − S)RT
bs [ṗdr − vpr]+

ξTfr Rbs S R
T
bs [ḟdr −

1

2
Ks vfr] + eTqa, v ω̃a + eTqr, v ω̃r . (A.9)

Then, using the absolute and relative position control laws vpa and vpr, given by

(3.29) and (3.55), the relative force control law vfr given by (3.56), as well as the

absolute and relative orientation control laws ωa and ωr given by and (3.19), the

following result is obtained:

V̇h = −eTpaKpa epa − ξTprKpr ξpr −
1

2
ξTfrKfr ξfr − eTqa, vKoa eqa, v − eTqr, vKor eqr, v ≤ 0 .

Considering the tracking problem, the error dynamics is non-autonomous and

thus the Barbalat’s lemma has to be applied to analyze the convergence and stability

properties of the system.

In order to apply Barbalat’s Lemma for stability analysis (Slotine et al., 1991),

function V̇h(t) has to be uniformly continuous in addition to be negative or zero. A

sufficient condition for a differentiable function to be uniformly continuous is that

109



its derivative be bounded. By analyzing

V̈h = −2 eTpaKpa ėpa − 2 ξTprKpr ξ̇pr − ξTfrKfr ξ̇fr − 2 eTqa, vKoa ėqa, v − 2 eTqr, vKor ėqr, v

it is sufficient to demonstrate that the errors and its derivatives are bounded.

Since V̇h(t) ≤ 0, this implies that Vh(t) ≤ Vh(0) and, therefore that

epa, ξpr, ξfr, eqa, v and eqr, v are bounded. Taking into account (3.62) and (3.63), sig-

nals epr and efr also satisfy the boundedness property.

Under the assumption that pda, p
d
r , f

d
r and their respective time derivatives

ṗda, ṗ
d
r , ḟ

d
r are bounded, it is possible to conclude from (3.29), (3.55) and (3.56) that

vpa, vpr, vfr as well as vhr are also bounded. From the errors time derivative equa-

tions ėpa = ṗda − vpa, (A.4) and (A.5), it implies that ėpa, ξ̇pr, ξ̇fr are bounded. For

orientation terms, assuming that ωda, ω
d
r are bounded and knowing that Jq, ω̃a, ω̃r are

also bounded, then ėqa, v, ėqr, v are also bounded. This shows that V̈ is bounded and,

hence, V̇ is uniformly continuous.

Since Vh(t)> 0 and V̇h(t)≤ 0, limt→∞ Vh(t) = V∞ > 0 exists. Finally, using the

Barbalat’s Lemma implies that: limt→∞ epa(t)=0, limt→∞ ξpr(t)=0, limt→∞ ξfr(t)=

0, limt→∞ eqa, v(t) = 0, limt→∞ eqr, v(t) = 0 and, as ‖q‖ = 1, limt→∞ eqa, s(t) =

±1, limt→∞ eqr, s(t) =±1, which proves that the overall closed-loop control system

is Almost-Globally Asymptotically Stable (AGAS). The term AGAS is used to in-

dicate that the domain of attraction is the entire state space, except for a set of

measure zero (Wen and Kreutz-Delgado, 1991).
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Appendix B

Architecture for Teleoperation

using Natural User Interface

Considering a teleoperated application, we propose a system architecture composed

by a local and a remote environment, as represented in Figure B.1. In the local

environment, the robot communicates via ROS messages with a local pc. This local

pc is responsible for the main data processing – it executes the visual identification

algorithm and the control loop calculations. The local pc is able to communicate

over Internet, via ROS messages, to a remote pc, which contains a GUI (Graphic

User Interface) and is responsible for obtaining the setpoints for the object motion.

Figure B.1: System architecture
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B.1 Human Machine Interface

The operator can choose the desired motion to be a preloaded trajectory or may

define the trajectory through a mathematical equation in the GUI. Another possi-

bility is to use a natural interface device, such as the Microsoft Kinect. Thus, the

operator can conduct the desired motion of the object by moving his arms.

The Microsoft Kinect uses one RGB camera (640 × 480 px @ 30 Hz) and one

infrared (IR) depth sensor (640 × 480 px @ 30 Hz), which provide full-body 3D

motion capture. The Kinect also counts with a Software Development Kit (SDK)

and there are libraries implemented in C++ and Matlab.

First, the Matlab software obtains the visual information from the cameras.

Second, a skeleton algorithm identifies the main joints and links of the operator

body and creates a matrix of Joint Coordinates (see Figure B.2). Next, the left and

right wrist position are compared to the body center and are used to calculate the

desired position for the box. Also, the vector connecting the wrists is normalized

and its orientation defines the desired orientation for the object.

Since the operator range is different from the robotic manipulators range, a

scaling is performed.

Finally, a message containing the desired position and orientation is sent to the

local pc via ROS, which adjusts the position control loop setpoints. In the next

iteration, the Matlab loop restarts, performs the calculation for the new operator

position and, at the end, another message in sent again.

Figure B.2: Kinect skeleton model. Extracted from Microsoft website.
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