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Os sistemas de comunicação de quinta geração (5G) estão sendo desenvolvidos

e aprimorados para serem peças-chave na promoção de uma infraestrutura essen-

cial para as novas demandas de um mundo cada vez mais conectado. Ferramentas

de aprendizado profundo e visão computacional podem ser usadas para fornecer

informações ao sistema de comunicação, aumentando seu conhecimento à respeito

da dinâmica do ambiente e seus usuários. Informações extraídas por ferramentas

de visão computacional podem fornecer dados sobre posição de usuários, direções

de movimento e velocidades, que podem ser fornecidos à rede 5G. Porém, a rede

5G necessita de um mecanismo para casar informações advindas do sistema visual,

formado por câmeras e a tecnologia de visão computacional, e o sistema de rádio.

Atualmente, este sistema de casamento de informações não está presente na litera-

tura. Portanto, este trabalho propõe um framework que realiza o procedimento de

correspodência entre informações oriundas de um sistema visual e de rádio, usando

um classificador baseado em aprendizado de máquina. Essa etapa de casamento

de informações é essencial para incrementar o conhecimento espacial dos sistemas

de comunicação. Este trabalho detalha o framework proposto, tanto sua fase de

treinamento quanto a de experimentos práticos aplicados a uma configuração de

testes. Os experimentos de teste foram realizados com informações coletadas em

quatro ambientes com características diferentes. Este trabalho compara o uso de

dois classificadores no framework proposto, um baseado em redes neurais profundas

e o random forest. Os resultados dos experimentos mostram que o framework com

o classificador baseado em redes neurais é capaz de atingir bons resultados, com

acurácia de mais de 99% em todas as situações. As próximas gerações para além

do 5G lançarão mão de soluções que exploram o uso de informações de diferentes

vii



domínios, e a nossa solução é um componente essencial que permite tais usos, como

por exemplo em antecipação de handover assistido por câmeras e seleção de feixes

em MIMO massivo.
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5G is designed to be an essential enabler and a leading infrastructure provider in

the communication technology industry by supporting the demand for the growing

data traffic and a variety of services with distinct requirements. Deep learning learn-

ing and computer vision tools can increase the network’s environmental awareness

with information from visual data. Information extracted via computer vision tools

such as user position, movement direction, and speed can be promptly available

for the network. However, the network must have a mechanism to match a user’s

identity in both visual and radio systems. This mechanism is absent in the present

literature. Therefore, we propose a framework to match the information from both

visual and radio domains. The user-identity match is an essential step to practical

applications of computer vision tools in communications. We detail the proposed

framework training and deployment phases for a presented setup. We carried out

practical experiments using data collected in different types of environments. The

work compares the use of Deep Neural Network and Random Forest classifiers and

shows that the former performed better across all experiments, achieving classifi-

cation accuracy greater than 99%. The next generations beyond 5G will explore

solutions that embrace the use of information from different domains, and our solu-

tion is a building block to enable such use, for example in video-assisted proactive

handover and beam selection on massive MIMO.
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Capítulo 1

Introduction

1.1 Motivation

5G systems and artificial intelligence (AI) have been highlighted as fields of innova-

tion, emblematic for the transition to a smarter society. Researchers envision 5G,

and beyond 5G, offering a plethora of services and capabilities, addressing a wide

range of use cases, including enhanced mobile broadband, ultra-reliable low-latency

communications, and massive machine-type traffic [1, 2].

Due to the advancements in AI techniques, especially deep learning, and the

availability of extensive data, there has been an overwhelming interest in using

AI for the improvement of wireless networks [3, 4]. Combining deep learning and

computer vision (CV) techniques have seen great success in diverse fields, such as

security [5] and healthcare [6], where they deliver state-of-the-art results in multiple

tasks. Applying computer vision with deep learning in wireless communications

has seen recent growing interest. Computer vision brings powerful tools to improve

current communications systems. Visual information enriches the environmental

awareness of networks and can enable context-aware communications to a level that

has not yet been explored [7]. These capabilities are envisioned to be used in the

next generations, beyond 5G.

Computer vision and deep learning have direct applications in the physical layer.

We can exemplify an application with the following case. When using multiple-

input-multiple-output (MIMO) beamforming communication systems, beams’ di-

rection and power can be scheduled using the knowledge of users’ locations and

blocking cases readily available from the visual information. The immediate availa-

bility of data reduces overhead in communication, minimizing power consumption,

and interference. Moreover, CV tools can give motion information about a user

at the edge of the coverage area. This data can be used to predict and estimate

whether or when a terminal goes out or comes into its serving area. The network
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can then allocate channel resources for the handover process to improve the system

resources’ utilization efficiency.

1.2 Related Work

Machine learning techniques have been used to solve various problems in commu-

nications systems. In [8–12], some interesting use-cases of machine learning in the

field of wireless communication and networking are surveyed: MAC layer protocols

designed with reinforcement learning, deep neural networks for MIMO detection,

user equipment (UE) positioning with neural networks, and others. In [12], the

authors address the problem of designing signaling protocols for the MAC layer

using reinforcement learning. The results show a promising future for nonhuman-

made protocols; they are faster and cheaper to construct when compared to the ones

standardized by humans during several long meetings. Machine learning has been

applied to MIMO detection; examples are the works with deep neural networks in

[13] and [14]. UE positioning with neural networks as in [15] and [16] can achieve

mean positioning errors of less than 2 m, essential for user localization in communi-

cation networks. Furthermore, machine learning-based solutions for communications

can work with more than just radio signals to extend its capabilities. The use of

computer vision-based on deep neural networks brings another source of useful tools.

Recently, the scientific community started exploring the possibility of bringing

intelligence from CV systems to radio networks. In [17], the authors presented a

framework for generating datasets with visual and radio information to facilitate

research towards vision-aided wireless communication. The framework uses a game

engine and a wireless propagation tool to recreate outdoor urban scenarios. This

framework has been used for addressing beam-tracking and link-blockage problems.

The beam-tracking problem has been tackled in [7] and [18], using visual infor-

mation from a dataset generated with the framework from [17]. The authors from

[18] combined images and beam indices from the scene generated by the framework

from [17] to fine-tune a pre-trained deep learning model to predict future beam in-

dices. However, the oversimplified scenario with only one user hinders the analysis

if the method would scale to more complex scenarios.

The link-blockage problem was addressed in [18] and [19]. The former tackles

the problem from a reactive point of view, i.e., the system classifies the present link

status as blocked or not. The latter focuses on a proactive treatment of the pro-

blem, using recurrent neural networks to predict future blockage. Both works show

promising results, but with only a single-moving user in the presence of stationary

blockages.

The works in [17], [18], and [19] can be further extended with more realistic
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scenarios. It is necessary to increase the number of possible users in the scenes and

allow non-stationary blockages. With a more dynamic scenario, the need to match

the transmitting user in both video feed and radio transmission emerges. This issue

is not addressed in [17], [18], or [19].

1.3 Contributions

In a practical scenario, visual data is acquired separately from radio information.

However, it is only possible to take advantage of the ready-to-use visual information

if the network can match the user identity from both visual and radio domains.

Otherwise, the network does not have the means to use the information extracted

from the visual data. The information from visual data can be useful for the network,

as in the following examples. For improving handover on the cell edge by providing

means of estimating a user’s trajectories and speed, or reducing the radio control

channel usage by contributing to user location instead of relying solely on radio

information. To the best of our knowledge, a mechanism to match visual and radio

data from the same user has not yet been described in the literature. The usual

approach to deal with this problem is to consider only one user at a time in the

scenario, or consider the information match that is already provided for the network.

Both do not happen in a realistic situation.

We close this gap by proposing a novel framework that enables the user informa-

tion match from a visual source with its radio counterpart. We model the problem as

a classification task using the user position in the video feed and its channel impulse

response (CIR). We use a machine learning technique to solve the task of classifying

the transmitting user. A solution such as ours is a necessary step to allow the de-

velopment of more complex scenarios involving visual information, leading towards

context-aware communications.

One example of application of the proposed solution is the initial access in mas-

sive MIMO, where many beams need to be swept out to find the most suitable

one. This example is depicted in the scenario presented Figure 1.1. The proposed

framework can be used to match the information from video and radio, then a me-

chanism to reduce the search space for the best beam can be applied. The cameras

in this scenario capture the users (in this case, vehicles), and the users’ positions

jointly with the radio information are fed to a trained classifier. The output from

the classifier can point to a preselected set beams that are suited for the user in that

situation.

The proposed framework is flexible; it is possible to incorporate as many users

as necessary without critically increasing the computational complexity since the

features used in the classification task are one-dimensional. Furthermore, we used
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Figura 1.1: Example of scenario where the solution proposed in this work can be
applied.

an experimental setup to showcase the proposed framework. We carried out experi-

ments using real data collected in four environments with different characteristics,

from indoor spaces to an outdoor area. The high classification accuracy metrics in

the experiments demonstrated the potential applicability of the proposed framework.

The industrial private networks can take great advantage of using the proposed

framework. The industries’ private networks require a customized design due to

the strict requirements of ultra-reliable and low latency users and machine-type

communications. There are numerous opportunities to explore in this environment,

as flexibility increases. The operator owns both the radio access networks (RAN)

and the UE, they would have also the permission from every person in the space;

therefore, privacy becomes less of an issue. We have access to additional information

to the RAN, data otherwise not available, for example, the video feed of the covered

area. Hence, the network can extract useful information about the users, readily

available on visual data, reducing the communication system’s latency.

1.4 Published Works

The following publications and patent were results of this work:

• Part of this work was first published in the 2020 IFIP Networking Conference in

the abstract paper “User identification by matching radio ‘vision’ and computer

vision through means of machine learning” [20].

• This work was published in the article entitled “Vision-Aided Radio: User

Identity Match in Radio and Video Domains Using Machine Learning” in the

IEEE Access special section on Beyond 5G Communications [21].
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• The patent “METHOD FOR IDENTIFYING AND TRACKING THE UE

DEVICE THROUGH MACHINE LEARNING AND COMPUTER VISION”

was filled by Nokia under the application number 20205785 on the Finnish

Patent and Registration Office in August of 2020.

1.5 Work Structure

The remainder of this work is organized as follows.

Chapter 2 describes the proposed framework and the testbed used throughout

the thesis. We start with the description of the testbed Section 2.1 as it allows a

more comprehensive and applied description of the framework. Section 2.2 describes

the framework and methods for matching a UE in a video feed to UE identity in

a radio transmission using machine learning and computer vision. The framework

is described with a direct application on the testbed. The experiments and results

obtained in the testbed are detailed in Chapter 3. We extend beyond the test-

bed in Chapter 4, discuss more complex scenarios where the proposed framework

can be used, and present simulations results from the scenarios presented. Finally,

conclusions are drawn in Chapter 5, and future work paths are considered.
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Capítulo 2

Framework and Testbed Description

This chapter describes a testbed that allows us to illustrate the principle of the pro-

posed identity-matching procedure, its feasibility, and how the experiments can be

reproduced. We favor open software and communication entities (looking forward to

Open-RAN [22, 23]), yet the concept can be extended to 5G devices for commercial

use.

2.1 Experimental Setup Description

The setup for the testbed is illustrated in Figure 2.1. The setup components are a

graphical processing unit (GPU)-enabled laptop, a camera, an access point (AP),

and two identical, visually indistinguishable UEs.

UE

Camera

AP

UE

Laptop

Figura 2.1: Setup for the testbed containing one camera, a laptop, and three USRPs.

The AP and user devices are implemented using universal software radio periphe-

rals (USRPs) model Ettus B210. We implement a simplified uplink transmission

using GNU Radio [24] based on the IEEE 802.11a orthogonal frequency-division

multiplexing (OFDM) standard [25]. The active user USRP sends a pilot-based

frame to the AP. The frame uses a 52-subcarrier OFDM operating at 1 GHz. All

the subcarriers are used to transmit pilots. The frame is modulated with a binary
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phase-shift keying modulation. The USRP playing the AP part is connected to the

laptop, where the received signal is processed with GNU Radio.

The video stream acquisition is made with a Logitech C922 Pro Stream HD

webcam connected to the laptop.

An equivalent 5G setup would have the following correspondence with our ex-

perimental setup. The AP is the 5G base station, gNB, and the two UEs are the

5G User Devices (e.g., robots in industrial networks). The camera can be collocated

with the gNB, or the RAN can be connected through a communication interface to

the camera. The processing done in the GPU computer can be executed at the gNB

site or other entity of the RAN (e.g., the RAN-Location Management Function).

2.2 Framework

We model the user-matching task as a classification problem and use a machine

learning approach to solve it. The steps of the framework are visually illustrated in

Figure 2.2 and summarized as follows.

Feature Extraction

Classifier

Classifier Output

UE Association

Preprocessing

Data Collection

UE

Camera

BBOXs

CIR

AP

UE
Machine Learning

Trained Model

Figura 2.2: Illustration of framework steps linked with the experimental setup.

• Data collection: acquisition of data from the video system and the radio sys-

tem;

• Preprocessing: merging data from both sources and purge of spurious samples;

• Feature extraction: extraction of relevant features from preprocessed data;

• Training the ML model. In the following we will detail the option using Ran-

dom Forest and Neural network classifiers:

– Classifier: classification of input features;
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– Classifier Output: labeling outcomes with corresponding levels of confi-

dence;

• UE Association: association of classifier output with corresponding user infor-

mation.

2.3 Data Collection

The first essential step for collecting video data is the recognition of radio devices

in the video feed. Recognizing an object in a video feed is a well-known computer-

vision task. We apply an existing ready-to-use framework to detect radio devices,

in our case, USRPs, in the video feed. We use and adapt an object-detection tool

available in the Detectron2 framework [26]. The Detectron2 is trained to recognize

the devices by fine-tuning a mask region-based convolutional neural network pre-

trained on the COCO dataset [27]. Figure 2.3 shows three examples of manually

annotated images containing USRPs with surrounding bounding boxes (BBOXs) to

fine-tune the model. The reader is referred to [26] for a complete description of the

Detectron2 framework and means for fine-tuning to custom data. The tool’s output

is an array with the BBOXs, which indicates the radio devices’ positions in the video

feed. In addition, Detectron2 provides levels of confidence of the detection of the

objects.

Figura 2.3: Examples of manually annotated images with bounding boxes around
USRPs, used for fine-tuning the model pre-trained on the COCO dataset.

The data we collect from the video feed are the arrays with the BBOXs, as

illustrated in Figure 2.4, indicating the position of the devices in the scene, along

with their levels of confidence of the detection.

The space analyzed by the camera is limited to the area where Detectron2 out-

puts have levels of confidence of 99% or higher, and the devices can move freely
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within the area. We filter the outputs with lower levels of confidence. The high ac-

curacy is imposed to avoid spurious measurements in the testbed. We make sure that

our dataset only contains visual information of the desired objects (i.e., USRPs),

avoiding errors made by the vision system, e.g., classifying a box as an USRP.

[x1, y1, width, height]

[0, 0]

[x1, y1]

width

height Bounding Box:

x

y

Figura 2.4: The bounding box is composed of a point [x1, y1] related to the origin
in the superior-left corner of the image and the object’s height and width, in pixels.

The data collected from the radio system are the CIRs. The CIR-collecting

process is illustrated in Figure 2.5. The CIR is computed in GNU Radio with pilot-

based frames from the link between the transmitting device and the AP. The set of

CIRs computed during transmission is stored.

Stream of pilot-based frames

CIR

Figura 2.5: The process of computing the channel impulse responses comprises one
device transmitting to the access point, processing by the software-defined radio
part and computer. The GNU Radio processes the stream of pilot-based frames and
computes the CIRs; then, the CIRs are stored.
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2.4 Preprocessing

During data collection, the information from the vision and radio systems are ac-

quired concurrently. Each source of data saves the collected measurements with a

unique timestamp. We create a unified representation using both vision and radio

sources by matching their timestamps. Figure 2.6 illustrates the unification process.

The frequency of data acquisition from both domains is different; the radio system

is much faster, which results in more CIRs being saved than BBOXs. We match

the data from both domains with identical timestamps, which can be viewed as a

sampling process to pick a CIR representing an ensemble of CIRs.

CIR

BBOX
[x, y, width, height]

timestamp

timestamp

t1

t1

[t1, CIR, BBOX]

Figura 2.6: The unified representation of data from vision and radio sources is made
by matching their unique timestamps, which the BBOXs and CIRs receive when
they are stored on the computer.

With the measurements unified, the collected measurements are preprocessed.

The CIR records with a maximum magnitude below a threshold δ are discarded.

We carry out the removal procedure because a small number of CIRs are wrongly

estimated by the GNU Radio due to synchronization issues in transmitted frames.

After this data-cleaning step, the remaining signals are fed to the feature extractor.

The BBOXs names are coded into numeric labels for the training phase. The

vision system outputs a vector with a BBOX for each of the two devices present

in the scene. When there are two devices in the scene, one gets a BBOX named

“BBOX 1” and the other the “BBOX 2”. Given that there are only two devices

in our testbed, the following situations will be treated: when device “BBOX 1” is

transmitting and the one named “BBOX 2” is not, the training label generated is

X = 1. The training label X = 2 is generated when the device named “BBOX 2” is

transmitting, and “BBOX 1” is not. One example of the situation labeled as X = 2

is illustrated in Figure 2.7. When no device is transmitting, the label generated is

X = 0, also called “NO TX”. Hence our system is going to be trained to classify

three different situations, designed with the label X ∈ X = {0, 1, 2}.
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[x2, y2, width2, height2]
BBOX 2

[x1, y1, width1, height1]
BBOX 1

Label

X = 2

Figura 2.7: Example on how the labeling process is done. The device with the
“BBOX 2” is transmitting in this example as illustrated by the dashed yellow line;
therefore, the measurements collected will receive the label X = 2.

In this work, we do not consider the case of two users transmitting simultaneously

due to equipment limitations. However, the extension to more complex cases are

discussed in Chapter 4. Furthermore, for the practical experiments we carried out,

the devices were moved throughout the setup area, and the system periodically

reassessed the labels of the devices.

2.5 Feature Extraction

We identified the following features of the CIR, defined in (2.1), as being relevant

for our problem: the CIR magnitude, phase, and the value and sample index of the

CIR magnitude peak in the radio frame.

h(n) =
N−1∑

k=0

ake
jθkδ(n− τk), (2.1)

where k is integer, N is the number of multipath components, ak, τk, and θk are the

random amplitude, propagation delay, and phase of the kth multipath component,

respectively. δ is the Dirac delta function.

From the vision system, we are using the array with the BBOXs. Figure 2.8

shows the feature extraction steps in the framework used for training the model.
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BBOX 1

BBOX 2

MAGNITUDE

PHASE

PEAK

VALUE

PEAK

POSITION

Classifier

Feature Extraction

Classifier Output

Preprocessing

Data Collection

Radio System

Vision System

and

Label

Computation of

Performance Metrics

For model

validation

Figura 2.8: Details of the framework used for training and validation phases.

2.6 Random Forest Classifier

Figure 2.9 shows the input for the classifier. The labels are used for supervised

model training. Afterward, the trained model can be used in the deployment phase,

as illustrated by the framework in Figure 2.10, with only the features to classify new

data. In this work, we train the models with random forest classifiers (RFCs) and

deep neural networks (DNNs). The proposed framework is agnostic to the classifier

used. We used RFCs and DNNs because both techniques are robust and give good

classification results.

CIR CIR-related BBOX 1 BBOX 2

Features Label

X

Figura 2.9: Input instance for the classifier, with the radio and video domain features
and annotated with a label used for training and validation. One CIR and its related
features (peak position and value), because we consider the case where only one
USRP is transmitting in the scene.

The RFC is an ensemble learning algorithm for classification that uses decision

trees [28], [29]. The RFC constructs a large number of decision trees at training

time and outputs the class that is the mode of the output from the individual trees.

We train the model by combining an exhaustive grid search over RFC parame-

ter values. The search space is confined to 20–50 for the number of trees with a

maximum depth between 30 and 80. The training uses a 10-fold cross-validation

procedure. The training dataset is split into 10 smaller sets. The model is trained
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using 9 of the folds and validated on the remaining part of the data. To evaluate

the performance of the trained model, in each iteration we compute two different

metrics: the logarithmic loss and the F1-score. We choose the best model given the

performance metrics. A summary of the parameters used for training the RFCs are

displayed in Table 2.1.

Tabela 2.1: Summary of parameters used for training the Random Forest Classifiers.

Parameter Value
Number of trees 20–50
Max tree depth 30–80
Cross-validation 10-fold
Metrics during training logarithmic loss and F1-score

The best-trained model for a given dataset is used for testing, where we compute

the confusion matrix, precision, recall, F1-score, and classification accuracy.

CIR

BBOX 1

BBOX 2

MAGNITUDE

PHASE

PEAK

VALUE

PEAK

POSITION

Classifier

User Equipment

Association

Feature Extraction

Trained

Classifier Output

Preprocessing

Data Collection

Radio System

Vision System

and

Actual output in implementation

Figura 2.10: Details of the framework used for deployment.

2.7 Classifier Output and UE Association

The classifier outputs are the predicted label number indicating which user is trans-

mitting in the scene and the level of confidence of the output. During the training

and validation procedures, the classifier output is used to compute the performance

metrics, as illustrated in Figure 2.8, using dotted lines.

For deployment, the framework we use is shown in Figure 2.10. The classifier

output is used to make the association with the device. When two possible users are

in the scene, if the predicted label is X = 1, the device associated with the “BBOX

1” is the one transmitting in the scene, analogously for when the label is X = 2.

When the predicted labels are X = 0, no user is transmitting to the AP in the
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scene. In the scenario with only one user, the possible outcomes are: the predicted

label is X = 1 when the user is transmitting, or X = 0 when no one is transmitting.

With this step done, we have matched the information from both radio and video

systems. In summary, the vision system detects two devices and can tell which one

is transmitting, successfully matching visual and radio information.

2.8 Deep Neural Network Classifier

The neural network that we use is a feedforward neural network or multilayer percep-

tron (MLP). An MLP is composed of one input layer (pass-through), one or more

hidden layers (with an activation function), and one final layer called the output

layer. This structure is illustrated in Figure 2.11. Every layer except the output

layer includes a bias neuron and is fully connected to the next layer. When a neural

network has two or more hidden layers, it is called a DNN.

An MLP is often used for classification, as in this case of this work. When the

output classes are exclusive (e.g., classes 0 through 9 for digit image classification),

the output layer is modified by replacing the individual activation functions with

a shared softmax function, as depicted in Figure 2.11. The output of each neuron

corresponds to the estimated probability of the corresponding class.

∑ ∑ ∑

∑ ∑ ∑ ∑1

1

output Layer

Hidden Layer

Input Layer

I1 I2

O3O2O1

Softmax

Softmax

(e.g., ReLU)

Bias Neuron

Figura 2.11: Multilayer perceptron illustration. This multilayer perceptron includes
ReLU as an activation function and softmax in the output layer for classification.

The architecture we use in this work is detailed in Table 2.2. The DNN consists

of an input layer, followed by three hidden layers and an output layer. We use three
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hidden layers, each with ReLu as an activation function, followed by a dropout

layer with a rate of 0.5 to hinder overfitting. The output layer uses softmax as an

activation function.

The ReLU function can be defined as

ReLU(z) = max(0, z).

The function ReLU(z) is continuous but not differentiable at z = 0, where the

slope changes abruptly, making the Gradient Descent bounce around [30]. However,

in practice, it works very well and has the advantage of being fast to compute. The

ReLU(z) function is depicted in Figure 2.12.

ReLU(z)

z

1

10

Figura 2.12: The ReLU function.

As aforementioned, we use a dropout after the first two hidden layers. The

dropout is a regularization technique for DNNs; it was proposed by [31] and further

detailed in [32]. The dropout algorithm is as follows. At every training step, every

neuron has a probability p of being (temporarily) dropped out. The act of “dropping

out” the neuron means the neural network will ignore it during this training step,

but it may be active during the next step [33]. The parameter p is called dropout

rate; the values used in this work are detailed in Table 2.2.

During training, the labels are encoded using one-hot encoding to transform

categorical data into a non-ordinal numerical representation. This encoding is done

to prevent the neural network of assuming that two nearby values are more similar

than two distant values. To fix this issue, we create one binary attribute per category

in the one-hot encoding. For further details on the typical implementation of neural

networks, the reader is referred to [33] and [34].
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Tabela 2.2: Neural Network Architecture, with Specified Parameters for Each Layer
and Number of Trainable Parameters.

Layer Layer Type Parameters # Parameters
Layer 1 Dense + ReLu Units: 256 15616
Layer 2 Dropout Dropout Rate: 0.5 0
Layer 3 Dense + ReLu Units: 128 32896
Layer 3 Dropout Dropout Rate: 0.5 0
Layer 4 Dense + ReLu Units: 64 8256
Layer 5 Dense + Softmax Units: 3 195

2.9 Conclusions

In this chapter, we presented the proposed framework. A setup for a testbed was

described, which allowed us to illustrate the identity-matching procedure. Each

step of the framework was detailed, from data collection to training and deployment

procedures. Finally, two options for classification methods were presented, Random

Forest and Neural Networks. However, the proposed framework is agnostic to the

classifier used.
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Capítulo 3

Experiments and Results

In this chapter, we present practical experiments and discuss their results. We

introduce the setups in which the experiments were carried out, the metrics used

to evaluate the training and validation performances, the validation results, and a

discussion about the results. We conclude the chapter with examples of deployments

using the proposed framework.

We carried out experiments to evaluate the performance of the proposed fra-

mework in matching the correct users to their identities. Four experimental confi-

gurations with different dynamics were used. Hence each set of measurements has

distinct characteristics. The different characteristics allowed us to test the capacity

of our method to operate in different environments.

3.1 Experimental Setups

Setup 1, illustrated in Figure 3.1, was located in an indoor environment—an 18 m2

furnished room and only one person inside, to avoid fluctuations in the CIR me-

asurements. For the measurement campaign, the equipment was put in place, as

described in Chapter 2, Section 2.1. We defined an area of 2 m2 in front of the

camera, where the user devices could move freely. The object-detection tool could

survey the whole space and detect the devices with high accuracy to avoid spurious

measurements. We collected data for training and validation separately. The video

and radio information was stored in the laptop’s hard drive. For the measurements

in this setup, there were 233,960 instances collected. They were divided into 176,874

for training and 57,086 for validation. The number of instances acquired during the

measurement campaign is detailed in Table 3.1.
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Figura 3.1: Illustration of Setup 1 location. This figure is a not-to-scale simpli-
fied depiction of the place, to illustrate to the reader where the experiments were
conducted.

Tabela 3.1: Number of Instances in the Training and Validation Datasets per Ex-
periment.

Number of Instances
Setup Training Validation Total

Setup 1 176,874 57,086 233,960
Setup 2 242,975 154,098 397,073
Setup 3 380,527 105,187 485,714
Setup 4 38,145 16,013 54,158

Setup 2 was arranged in the corridor of office space, as depicted in Figure 3.2.

The environment has a different geometry than the other setup places. There are

more reflections of the transmitted signal, which affects the CIR measurements.

The setup place also tests the vision system’s ability to recognize the USRPs in a

different environment. The measurement campaign followed the same procedures as

in Setup 1. In this case, a total of 397,073 instances were collected.
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Figura 3.2: Illustration of Setup 2 location. This figure is a not-to-scale simpli-
fied depiction of the place, to illustrate to the reader where the experiments were
conducted.

Setup 3 was placed inside a laboratory with electronic equipment, illustrated

in Figure 3.3. We followed the same steps for the measurement campaigns as the

previous setups. The level of noise in the measurements was higher than in the

previous experimental configurations. For this reason, the measurement campaign

collected more data in this setup. Table 3.1 shows we acquired two times more

instances in Setup 3 when compared to Setup 1.

Figura 3.3: Illustration of Setup 3 premises. This figure is a not-to-scale simpli-
fied depiction of the place, to illustrate to the reader where the experiments were
conducted.
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Data collected for Setup 4 test our solution in an outdoor scenario. Setup 4, as

shown in Figure 3.4, was situated outside the building. The outdoors measurements

affected the CIRs estimations, bringing different characteristics to the datasets ac-

quired in this place. We followed the same steps for the measurement campaign as

in the previous setups. For Setup 4, a total of 54,158 instances were collected. They

were divided into 38,145 for training and 16,013 for validation.

Figura 3.4: Setup for experiment 4 carried out in an outdoor area.

For each setup measurements, we preprocessed the training and validation data

and extracted the engineered features, as detailed in Chapter 2. We carried out

experiments using RFCs and DNN classifiers. The DNN classifiers were trained

during 10 epochs. The learning rate used was 0.001. The architecture is presented

in Table 2.2. The layers were initialized using the Glorot uniform initializer and no

bias. Training for all the experiments was carried out in a Dell G3 3590 Laptop,

with an Intel i7-9750H, 8 GB of RAM, and an NVIDIA GTX 1660 Ti Max-Q 6 GB.

The training time is an average of running the same procedure 10 times.

3.2 Performance Metrics

We evaluated the trained models’ performance in the classification task on the va-

lidation dataset. We plotted the confusion matrix. For easier comprehension, the

labels defined in Chapter 2, Section 2.4, are called “NO TX”, “BBOX 1” and “BBOX

2” for X = 0, X = 1 and X = 2, respectively. Furthermore, we compute the

accuracy, average precision, recall, and F1-score [35]. Accuracy is the percentage
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of the predicted outputs that exactly matched the corresponding set of true labels.

Moreover, precision is computed as tp/(tp + fp), where tp is the number of true

positives and fp the number of false positives. The precision discloses the ability of

the classifier not to label as positive a sample that is negative. Recall tells us the abi-

lity of the classifier to find all the positive samples. The recall score is computed as

tp/(tp+fn), where fn is the number of false negatives. Furthermore, F1-score is the

harmonic mean of precision and recall. It can be computed as tp/(tp+0.5[fp+fn]).

The highest possible value of the F1-score is 1, indicating perfect precision and re-

call, and the lowest possible value is 0 if either the precision or the recall is zero.

In this work, the F1-score is obtained using the weighted-averaging approach, i.e.,

we considered the class frequency for each individual label when computing the F1-

score, because we have an unbalanced training dataset with fewer instances with

labels X = 0.

3.3 Results and Discussion

The first experiment was the one with Setup 1 using a random forest classifier.

Training time took 12.21 minutes. The validation results are the following. The

accuracy was 94.09%, precision 0.96, recall 0.96, and F1-score 0.96. The confusion

matrix is displayed in Figure 3.6. From the confusion matrix, we can see that 11.7%

of the instances from “BBOX 1” were mistakenly classified as “BOX 2”. The classifier

assigns a wrong label to the validation dataset instance. This misclassification hap-

pens because the model cannot differentiate the two users due to the devices’ close

positions in the video feed, which results in similar CIRs. This type of problem can

be exemplified in Figure 3.5, where we have CIR 1 and CIR 2 taken directly from

two measurement instances that the classifier for Setup 1 wrongly classified. As the

input for the classifier are only the BBOX and CIR, we have these occurrences which

are hard for the algorithm to distinguish when very CIRs are associated with close

BBOX. This type of problem occurs throughout the results in this work, leading to

lower accuracy. A solution can can achieved using other sensors that would permit

differentiate between two users in this situation.
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Figura 3.5: Example of two CIRs, CIR 1 and 2, where .

Moreover, all the dataset instances with no device transmitting, labeled as “NO

TX”, were correctly classified. When no user is transmitting, the dataset instances

have null values in their fields, making it easy for the classifier to label them correctly.

The Setup 1 with neural network classifier took 03.50 minutes to train. Figure 3.7

displays the confusion matrix. The metrics computed show 99.91% accuracy, the

precision of 0.99, recall of 0.99, and F1-score of 0.99. Therefore DNN was not as

prone to classification errors as RFC.

Figura 3.6: Confusion Matrix for Setup 1 data trained with Random Forest Classi-
fier.
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Figura 3.7: Confusion Matrix for Setup 1 data trained with Neural Network Classi-
fier.

The experiment with Setup 2 using the RFC took 14.30 minutes to train. The

results were: accuracy 99.77%, precision 0.99, recall 0.99, and F1-score 0.99. An

equivalent analysis can be seen in the confusion matrix in Figure 3.8. The confusion

matrix shows that approximately 0.04% (29 cases) of the instances from “BBOX 1”

were misclassified as “BBOX 2”. For the instances labeled was “BBOX 2”, only 0.48%

of the measurements instances, the system incorrectly classified them as “BBOX 1”.

For Setup 2 with the neural network classifier, the training time was 04.86 mi-

nutes. The performance metrics were: accuracy 99.98%, precision 0.99, recall 0.99,

and F1-score 0.99. Figure 3.9 shows the confusion matrix. In this case, only 19

instances were incorrectly classified, which is negligible, result similar to one of the

forest.
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Figura 3.8: Confusion Matrix for Setup 2 data trained with Random Forest Classi-
fier.

Figura 3.9: Confusion Matrix for Setup 2 data trained with Neural Network Classi-
fier.

For the experiment on Setup 3, using the RFC training time was 16.89 minutes.

The training duration was longer than to the other experiments because the training

dataset was the largest, as shown in Table 3.1. For the validation dataset, the

metrics are the following: accuracy 78.35%, precision 0.84, recall 0.84, and F1-score

0.84. The accuracy score is lower than the previous ones. However, the confusion

matrix in Figure 3.10 shows that the system continues to perform well, depending

on the application requirements. It gets 100% correct outputs when no device is

transmitting in the scene. The instances with “BOX 2” were correctly classified
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with an accuracy of 82%.

In the experiment in Setup 3 using a neural network, the training was 06.15

minutes long. The confusion matrix for validation is displayed in Figure 3.11. The

neural network classifier was able to handle the measurements in this setup better

than the random forest due to the network’s architecture capacity of generalization.

The accuracy of this experiment was 99.76%. Precision, recall, and F1-score were

all 0.98. The high score values show the robustness of the neural network with the

architecture presented in Table 2.2.

Figura 3.10: Confusion Matrix for Setup 3 data trained with Random Forest Clas-
sifier.
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Figura 3.11: Confusion Matrix for Setup 3 data trained with Neural Network Clas-
sifier.

Moreover, an experiment using Setup 4 was carried out using RFC. The training

time of 06.10 minutes. The measurement campaign for Setup 4 was shorter, leading

to smaller training and validation datasets. However, the system achieved excellent

results, as the metrics show. The accuracy was 99.66%. Precision was 0.99, the

same results for recall and F1-score. The confusion matrix is shown in Figure 3.12.

The experiment with Setup 4 measurements using a neural network classifier had

a training time of 02.01 minutes. The confusion matrix is in Figure 3.13. Accuracy

99.99%, precision, recall, and F1-score were 0.99.

Figura 3.12: Confusion Matrix for Setup 4 data trained with Random Forest Clas-
sifier.
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Figura 3.13: Confusion Matrix for Setup 4 data trained with Neural Network Clas-
sifier.

The training time for the experiments using neural network classifiers was, on

average, three times lower than the ones with random forest classifiers. The longer

training duration occurs because the random forest included an exhaustive grid

search for parameters and cross-validation during training. The neural network

classifiers were training during ten epochs, and no hyper-parameter search was used.

Hence the shorter training time for the classifiers using neural networks.

The performance metrics show that experiments with the random forest clas-

sifiers had F1-scores equal to or higher than 0.84. The precision and recall also

achieve similar values. These results still give us an accurate and robust classifier; it

correctly classifies the instances, even in situations that are difficult to distinguish

the transmitting device. For example, when both devices are in positions where the

CIRs are similar due to the transmission characteristics, as exemplified in Figure 3.5.

The lower F1-score of 0.84 is from the experiment using Setup 3 and RFC. The

reason for lower performance metrics, when compared to the other experiments,

can be found in the search space used for hyperparameter tuning. The numbers

of trees and tree depth presented in Chapter 2, Section 2.6, did not contain the

hyper-parameter values needed for this experiment to succeed. A better solution

can be found with a greater number of trees in the ensemble. With 227 trees and

a tree depth of 65, the F1-scores is 0.97. However, a larger number of trees in the

ensemble increases the time necessary for the model to make a classification in the

deployment phase. In this work, we maintained the same search space in all the

experiments to make the comparisons fair.

In a practical case, the search space for the RFC can be changed until the best
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solution is found. The training duration is in the order of minutes. Hence it is

feasible to train multiple times for the same set of measurements. After the training

phase, during the deployment phase, the model gives an output in a negligible

amount of time. In this sense, the cost of retraining the dataset is not high, even

for the random forest classifiers.

The experiments with the neural network classifiers achieved F1-score of 0.99 in

every setup. Only a minor part of the dataset instances were incorrectly classified.

With a small architecture of the neural networks, as displayed in Table 2.2, the

models can train fast and still excel in the classification task, as shown by the

performance metrics gathered in Table 3.2.

Tabela 3.2: Performance Validation Results of the Experiments.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 94.09 0.96 0.96 0.96 12.21
Setup 1 - NN 99.91 0.99 0.99 0.99 03.50
Setup 2 - RFC 99.77 0.99 0.99 0.99 14.30
Setup 2 - NN 99.98 0.99 0.99 0.99 04.86
Setup 3 - RFC 78.35 0.84 0.84 0.84 16.89
Setup 3 - NN 99.76 0.98 0.98 0.98 06.15
Setup 4 - RFC 99.66 0.99 0.99 0.99 06.10
Setup 4 - NN 99.99 0.99 0.99 0.99 02.01

Overall, the high accuracy and F1-score in the experiments show the capability

of the proposed framework to perform well across different environments. Using

the testbed described in Chapter 2, Section 2.1, we tested the proposed framework

using datasets with different sizes, collected in different types of places. The results

confirm that our solution is capable of correctly match the user identity in a video

feed with its corresponding radio signal.

3.4 Prototype Testbed Deployment

In order to test the proposed framework, we deployed our trained classifiers on

the previously described setups. Figure 3.14 and Figure 3.15 show examples of

the prototype deployment on Setups 2 and 3, respectively. The images display

the proposed framework for deployment from Figure 2.10 in action. The vision

system captures the BBOXs, and the radio system computes the CIR (shown in the

examples), both inputs for the trained classifiers. The “User Equipment Association”

from Figure 2.10 becomes visual in the form of a BBOX around the transmitting

device.

28



Figura 3.14: First example of testing the proposed framework on Setup 2. On the
left-hand side of the image, there is a window with the CIR. On the right-hand side,
two devices are in the scene. A yellow BBOX indicates which device is transmitting
to the AP. In the superior-left of the BBOX, the classification level of confidence is
displayed; in this case, 100%.

Figura 3.15: Second example of testing the proposed framework on Setup 3. On
the inferior right-hand side of the image, there is a window with the CIR. On the
left-hand side, two devices are in the scene. A purple BBOX indicates which device
is transmitting to the AP. In the superior-left of the BBOX, the classification level
of confidence is 100%.

The prototype deployments were successful. Our solution was capable of correc-

tly identifying the device transmitting to the AP; hence, the prototype deployments

were consistent with the validation results. The system was capable of running each

part of the framework without any problems. The result was a real-time flow, where
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the system was capable of tracking the devices across the covered area.

3.5 Conclusions

In this chapter, we presented practical experiments and discussed their results. The

validation results showed very high classification accuracy values for each of the

different setups. Section 3.4 showed two examples of prototype deployments using

the trained models. The prototype deployments were consistent with the validation

results, showing that our solution was capable of correctly matching the visual and

radio data.
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Capítulo 4

Beyond the Testbed

In this chapter, we discuss more complex scenarios using our proposed framework.

The experimental testbed described in Chapter 2, Section 2.1, can then be further

extended. It is possible to use our proposed framework to include more devices in

the scene. Although not strictly necessary, it is possible to use more cameras to

capture different angles of the environment. The framework is flexible to adapt and

work in more realistic scenarios. This chapter presents three scenarios that cover

most of the possible practical situations. We present simulation results for each

scenario using extended versions of the datasets from Chapter 3.

4.1 Scenario 1

One possible example is the following. We have two different cameras, C1 and C2,

to detect four possible transmitting-devices simultaneously. We assume two of the

devices are transmitting at the same time, one connected to AP1 and the other one

to AP2. This scenario is illustrated in Figure 4.1.

In order to use the proposed framework in this scenario, we divide it into two

separate systems. One system, S1, is composed of the camera C1 and access point

AP1. The other system, S2, is composed of the camera C2 and AP2. Both S1 and S2

individually resemble the testbed presented in Chapter 2, Section 2.1. The difference

lies in the classifier input. The S1 and S2 can have the input for their classifiers as

the one depicted in Figure 4.2. S1 and S2 classifiers would be trained to output X,

where X ∈ X = {0, 1, 2, 3, 4}. In this case, each system operates independently, i.e.,

S1 and S2 can be trained and deployed as independent systems.
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C1

C2

BBOX 1 - C1

BBOX 4 - C2

AP1

AP2

Figura 4.1: First example of a more complex scenario. There are two cameras, C1

and C2, two access points, AP1 and AP2, and four devices in this scene. We indicate
the transmitting-device connection to the access point with the yellow-dashed line.
The BBOXs related to each camera are shown; we omit some BBOXs’ names for a
more straightforward illustration, but they can be easily inferred.

CIR CIR-related BBOX 1

Features Label

XBBOX 3 BBOX 4BBOX 2

Figura 4.2: Example of input for the classifier when there are four different devices
in the scene and information from one camera.

There is also the possibility of S1 and S2 sharing information between them. For

example, they can exchange visual data. In this case, the input for their classifiers

would be as illustrated in Figure 4.3. The number of features increases because S1

and S2 are sharing the BBOXs they captured. However, each BBOX is an array with

four floating-point numbers, which does not significantly increase classifier’s compu-

tational complexity. Furthermore, the case of S1 and S2 sharing CIR is analogous

to sharing BBOXs.
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CIR CIR-related BBOX 1 - C1

Features Label

X. . . BBOX 4 - C2BBOX 1 - C2

Figura 4.3: Example of input for the classifier when there are four different devices
in the scene and information from two cameras.

Furthermore, two situations can occur in any scenario. First, if the classifier is

trained with a maximum of four devices, but during one period, only three or fewer

devices are present in the scene. All vacant BBOXs are filled with a null-valued

BBOX. Second situation: the classifier is the same as in the first case, but five (or

more) devices are present in the scene. As the classifier is not trained for this case,

the result is not reliable. The transmitting device might not have its BBOX in the

classifier input. In this case, the system has to train the classifier again to adjust to

the scene’s maximum number of simultaneous devices.

4.2 Scenario 2

Another example of a more complex scenario using the proposed framework is illus-

trated in Figure 4.4. In this scenario, we have a camera, C1, an access point, AP1,

and four devices. We assume that three devices are transmitting to AP1.

C1

BBOX 1

BBOX 4

AP1

BBOX 3

BBOX 2

CIR2

CIR1

CIR3

Figura 4.4: The second example of more complex scenarios. There is one camera, C1,
one access point, AP1, and four devices in this scene. We indicate the transmitting-
device connection to the access point with the yellow-dashed line; there are three of
them. The BBOXs names are also shown.
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To use the proposed framework in this scenario, we can train our system using the

same input to the classifier, as presented in Figure 4.2. The training is carried out

with one device transmitting throughout the area covered by camera C1 to capture

the different BBOXs and CIRs.

For the deployment, we have to use three instances of trained classifiers simulta-

neously. The CIRs for each transmitting device goes to a different classifier instance,

as illustrated in Figure 4.5.

CIR1 CIR1-related BBOX 1

Features

BBOX 3 BBOX 4BBOX 2

CIR2 CIR2-related BBOX 1 BBOX 3 BBOX 4BBOX 2

CIR3 CIR3-related BBOX 1 BBOX 3 BBOX 4BBOX 2

Figura 4.5: Example of input for three classifier instances when there are four dif-
ferent devices in the scene and information from one camera.

For the scene illustrated in Figure 4.4, the results expected from the classifiers

are the following. From top to bottom: the device with CIR1 is the one with the

BBOX 2; hence expected result is X = 2. The classifier with CIR2 yields X = 3

and the one with the CIR3, X = 1.

The need to use three classifier instances is not a problem. The notebook res-

ponsible for computing the results for this work (see Chapter 3, Section 3.1) can run

one instance of the classifier in a negligible amount of time. This speed implicates in

a real-time experience. The system is capable of tracking the devices as they move

throughout the scene. In this sense, running three classifier instances in a dedicated

machine would not be a problem in terms of computational complexity.

4.3 Scenario 3

In this final case proposed a scenario that mixes Scenario 1 from Section 4.1 and

Scenario 2 from Section 4.2. In the scenario depicted in Figure 4.6, we have two

cameras, C1 and C2, two access points, AP1 and AP2, and four devices. We are

assuming that two devices are connected to each access point in this scenario.
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C1

C2

AP1

AP2

Figura 4.6: The third example of more complex scenarios. In this scene, there are two
cameras, C1 and C2, two access points, AP1 and AP2, and four devices. We indicate
the transmitting-device connection to the access point with the yellow-dashed line;
there are four of them. We omit the BBOXs names for a clearer illustration and
because their definition is not necessary to this example.

Using the same division as in Scenario 1 from Section 4.1, we have a system

S1, composed by the camera C1 and access point AP1 and S2, composed by C2 and

AP2. Let us assume that we are using the model where we share BBOXs information

between S1 and S2. In this case, we can train our systems using the same classifier

input as the one depicted in Figure 4.3.

For the deployment, we have to use the same strategy devised in Section 4.2.

Both systems, S1 and S2, have two connected users; hence, we have to use two

classifier instances to match their visual and radio information. The input for each

classifier instance is illustrated in Figure 4.7.

CIR1 CIR1-related BBOX 1 - C1

Features

. . . BBOX 4 - C2BBOX 1 - C2

CIR2 CIR2-related BBOX 1 - C1
. . . BBOX 4 - C2BBOX 1 - C2

Figura 4.7: Example of input for two classifier instances when there are four different
devices in the scene and information from two cameras.
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4.4 Simulation Results

In order to simulate the scenarios presented in this chapter, the datasets from the

practical experiments presented in Chapter 3 are extended. In this section, we

detail the procedures for modifying the datasets for each scenario, to ensure that the

extended versions represent the setups. For each scenario, we present the simulation

results using the extended version of the datasets. Confusion matrices for all the

simulations in this chapter are presented in the Appendix A, we omit them here for

conciseness.

4.4.1 Scenario 1

To emulate the situation described in Figure 4.1, we can simulate the systems S1 and

S2 separately when they do not share visual information between them. For simula-

ting S1 and S2 we used the classifier input as illustrated in Figure 4.2. To simulate

the situation where they share visual information, a system S1,2 was considered with

the classifier input exemplified in Figure 4.3.

S1 and S2 individually

To simulate the scenario from Figure 4.1, we needed to extend datasets presented

in Chapter 3. For this scenario, we carried out the following procedure.

1. Select one measurement instance of the original dataset.

2. From a different measurement instance from the same dataset, randomly select

two BBOXs.

3. Check if the selected BBOXs do not overlap with the already existing BBOXs.

If they overlap, repeat ‘2.’. Proceed, otherwise.

4. Save the modified entry into the extended dataset. Go to ‘1.’ and repeat all

the steps until you have selected all the instances from the original dataset.

We assumed that S1 with the camera C1 had the same initial coordinate [0, 0]

from Figure 2.4 matching the original dataset. For S2, we moved the initial coor-

dinate to [200, 200], hence C2 was be positioned below and to right in relation to

C1, similarly as in Scenario 1. Finally, we created extended versions of our original

datasets to simulate Scenario 1 and trained and validate this new data. We followed

exactly the same steps for training and validation as described in Chapters 2 and 3.

Table 4.1 and 4.2 show the results considering only S1 and S2, respectively.
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Tabela 4.1: Performance Validation Results of the Simulations for S1 in Scenario 1.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 93.93 0.94 0.94 0.94 12.27
Setup 1 - NN 99.90 0.99 0.99 0.99 03.53
Setup 2 - RFC 99.76 0.99 0.99 0.99 14.38
Setup 2 - NN 99.96 0.99 0.99 0.99 04.70
Setup 3 - RFC 78.19 0.79 0.78 0.78 16.87
Setup 3 - NN 99.73 0.99 0.99 0.99 06.16
Setup 4 - RFC 99.05 0.99 0.99 0.99 06.23
Setup 4 - NN 99.80 0.99 0.99 0.99 02.12

Tabela 4.2: Performance Validation Results of the Simulations for S2 in Scenario 1.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 93.91 0.94 0.94 0.94 12.27
Setup 1 - NN 99.89 0.99 0.99 0.99 03.54
Setup 2 - RFC 99.77 0.99 0.99 0.99 14.36
Setup 2 - NN 99.95 0.99 0.99 0.99 04.82
Setup 3 - RFC 78.49 0.79 0.79 0.79 15.91
Setup 3 - NN 99.74 0.99 0.99 0.99 06.09
Setup 4 - RFC 99.05 0.99 0.99 0.99 06.23
Setup 4 - NN 99.91 0.99 0.99 0.99 02.42

The results are very similar to the practical simulations presented in Table 3.2.

It is important to note that even adding two more possible users, the training time

did not increase, due to the type of features used.

37



S1 and S2 sharing BBOXs

We also considered the case where a unique classifier is used, from Figure 4.3, and

we called the resulting system S1,2. Table 4.3 shows the results from the simulations.

Tabela 4.3: Performance Validation Results of the Simulations for S1,2 in Scenario
1.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 93.93 0.94 0.94 0.94 12.39
Setup 1 - NN 99.93 0.99 0.99 0.99 03.58
Setup 2 - RFC 99.81 0.99 0.99 0.99 14.45
Setup 2 - NN 99.95 0.99 0.99 0.99 04.75
Setup 3 - RFC 79.37 0.79 0.79 0.79 16.37
Setup 3 - NN 99.76 0.99 0.99 0.99 06.19
Setup 4 - RFC 99.24 0.99 0.99 0.99 06.46
Setup 4 - NN 99.88 0.99 0.99 0.99 02.38

The shared information here did not increase the performance of our classifiers.

The BBOXs added were only a modified version of the already existing data, this

did not help the system because there was new information. However, this idea of

exchanging data can be useful if the systems collected different information.

4.4.2 Scenario 2

To simulate the second scenario, presented in Figure 4.4, the process was similar to

the Scenario 1. The process was the following.

1. Select one measurement instance of the original dataset.

2. From two different measurement instances from the same dataset, randomly

select two CIRs and their respective BBOXs.

3. Check if the selected BBOXs do not overlap with the already existing BBOXs.

If they overlap, repeat ‘2.’. Proceed, otherwise.

4. Create and save the modified entry into the three different extended datasets.

Go to ‘1.’ and repeat all the steps until you have selected all the instance from

the original dataset.

We considered three different classifier instances for this simulation, one for each

CIR, so the results are presented for CIR1, CIR2, and CIR3, separately. One caveat

is that we did not consider the effects of acquiring three CIRs at the same time,

since we extended the already existing datasets.
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Table 4.4, 4.5, and 4.6 show the results considering only CIR1, CIR2, and CIR3,

respectively.

Tabela 4.4: Performance Validation Results of the Simulations for CIR1 in Scenario
2.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 94.01 0.94 0.94 0.94 12.33
Setup 1 - NN 99.89 0.99 0.99 0.99 03.38
Setup 2 - RFC 99.72 0.99 0.99 0.99 13.89
Setup 2 - NN 99.95 0.99 0.99 0.99 03.99
Setup 3 - RFC 78.15 0.79 0.78 0.78 15.67
Setup 3 - NN 99.76 0.99 0.99 0.99 05.81
Setup 4 - RFC 99.59 0.99 0.99 0.99 05.33
Setup 4 - NN 99.78 0.99 0.99 0.99 02.01

Tabela 4.5: Performance Validation Results of the Simulations for CIR2 in Scenario
2.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 94.00 0.94 0.94 0.94 12.56
Setup 1 - NN 99.91 0.99 0.99 0.99 02.91
Setup 2 - RFC 99.75 0.99 0.99 0.99 12.70
Setup 2 - NN 99.96 0.99 0.99 0.99 04.24
Setup 3 - RFC 78.51 0.80 0.78 0.78 16.12
Setup 3 - NN 99.75 0.99 0.99 0.99 06.10
Setup 4 - RFC 99.70 0.99 0.99 0.99 06.46
Setup 4 - NN 99.85 0.99 0.99 0.99 02.03

Tabela 4.6: Performance Validation Results of the Simulations for CIR3 in Scenario
2.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 94.22 0.94 0.94 0.94 12.97
Setup 1 - NN 99.91 0.99 0.99 0.99 03.11
Setup 2 - RFC 99.75 0.99 0.99 0.99 14.02
Setup 2 - NN 99.96 0.99 0.99 0.99 04.26
Setup 3 - RFC 77.99 0.78 0.78 0.78 16.11
Setup 3 - NN 99.74 0.99 0.99 0.99 06.16
Setup 4 - RFC 99.62 0.99 0.99 0.99 06.30
Setup 4 - NN 99.83 0.99 0.99 0.99 02.03
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4.4.3 Scenario 3

The simulations for the Scenario 3 were carried out as illustrated in Figure 4.7.

We carried out considering only CIR1 and CIR2, the transmitters connected to S1,

formed by AP1 and C1. However, we also used the BBOXs captured by C2.

Tables 4.7 and 4.8 show the results considering only CIR1, CIR2, and CIR3,

respectively.

Tabela 4.7: Performance Validation Results of the Simulations for CIR1 from S1 in
Scenario 3.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 94.05 0.94 0.94 0.94 12.71
Setup 1 - NN 99.91 0.99 0.99 0.99 03.88
Setup 2 - RFC 99.75 0.99 0.99 0.99 14.07
Setup 2 - NN 99.95 0.99 0.99 0.99 04.25
Setup 3 - RFC 78.48 0.79 0.78 0.78 16.19
Setup 3 - NN 99.72 0.99 0.99 0.99 06.14
Setup 4 - RFC 99.08 0.99 0.99 0.99 06.01
Setup 4 - NN 99.83 0.99 0.99 0.99 02.44

Tabela 4.8: Performance Validation Results of the Simulations for CIR2 from S1 in
Scenario 3.

Validation Results Training Time
Setup - Classifier Accuracy (%) Precision Recall F1-score Duration (min)
Setup 1 - RFC 93.82 0.94 0.94 0.94 12.26
Setup 1 - NN 99.89 0.99 0.99 0.99 03.51
Setup 2 - RFC 99.77 0.99 0.99 0.99 14.32
Setup 2 - NN 99.96 0.99 0.99 0.99 04.20
Setup 3 - RFC 78.38 0.80 0.78 0.78 16.48
Setup 3 - NN 99.74 0.99 0.99 0.99 06.14
Setup 4 - RFC 99.05 0.99 0.99 0.99 06.28
Setup 4 - NN 99.84 0.99 0.99 0.99 02.23

4.5 Conclusions

In this chapter, we presented more complex scenarios using our proposed framework.

Although the testbed presented in Chapter 2, Section 2.1, looks limited, we showed

that it is possible to easily extend it to more complex scenarios and use the proposed

framework. We presented three scenarios that covered most of the possible situations

and showed how to use our framework to tackle the identity-matching problem.
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Using extended versions of the datasets presented in Chapter 3, we were able

to simulate the proposed scenarios. One caveat is that the simulations are limited

because our extended datasets do not consider the iteration between users. The

results for accuracy, precision, recall, and F1-score were very similar to the experi-

ments using the original datasets. However, we could conclude that it is possible to

use our framework in these more complex cases, even with more users. Because the

features are an array of numbers, even with more cameras and devices, the num-

ber of training/deployment data does not increase significantly. We have a scalable

framework suitable for more complex scenarios.
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Capítulo 5

Conclusions & Future Work

5.1 Conclusions

In this dissertation, we described the procedures for integrating a computer vision

system with a radio access network through artificial intelligence. This work show-

cased the identification of the radio transmitter between devices existing in a video

feed.

In Chapter 2, we presented the proposed framework for user-identity matching.

The setup for a testbed was described, which allowed us to illustrate the identity-

matching procedure. Each step of the framework was detailed, from data collection

to training and deployment procedures. Our methodology used the bounding boxes

of the detected devices in the video feed and matched it with the channel impulse

response of the transmitter using a trained classifier.

To test our proposed method, in Chapter 3, we presented practical experiments.

We carried out experiments in four location setups with different spatial dynamics.

Each setup generated a distinct dataset to test the framework. For each setup,

we trained the model using both random forest and neural network classifiers. We

presented the validation results for the training of each experiment in terms of

accuracy, precision, recall, F1-score, and confusion matrix. Overall, the validation

results showed high score values across the experiments. We also presented two

cases of deployment of the testbed. The deployment’s success was consistent with

the validation results, which showed that our method was capable of accomplishing

the identity-matching objective in real-time.

We went beyond the testbed in Chapter 4. The testbed presented in Chapter 2

was limited, with only two users, but we showed in Chapter 4 that the proposed

framework is capable of dealing with complex scenarios. Three scenarios were pre-

sented, which covered most of the possible situations. Simulations were carried out

using extended versions of the datasets of Chapter 3 for each of the scenario. We
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showed how to use our framework to tackle the identity-matching problem in each

case. We also discussed the increase of computational complexity in the scenarios.

We concluded that due to the features used in the classifier, more complex situations

could be handled by a dedicated computer.

In summary, we showed that by modeling the identity-matching problem as a

classification task and using machine learning techniques, we correctly identified the

true transmitter in the scene in several different scenarios presented. The proposed

framework was shown to be very robust and reliable yet flexible. We showed that it is

possible to extend the testbed used here for a proof-of-concept and experiment with

more realistic scenarios. We envision our work being applied to private networks

of near-future communication systems, beyond 5G, with the proper development of

machine learning-dedicated processing units in the network nodes.

In conclusion, the proposed identity-matching methodology presented in this

work is an essential first step in the direction of a more context-aware communication

system. Our methodology is a building block for integrating different domains. This

integration is going to be ubiquitous in the following generations. For this reason,

our solution can be used in other projects working with joint technologies.

5.2 Future Work

The proposed framework uses a classifier that only outputs one result at a time.

Although our solution seems to work only in simple cases, we showed that it is

possible to use it in more complex scenarios. However, it is possible to investigate

solutions with multiple outputs at a time. For example, to use deep convolutional

networks to output the bounding boxes from the scene’s transmitting devices. This

method is similar to already commonplace deep-learning-based computer vision ap-

plications. The difference is that the network would also incorporate information

from the channel impulse response from the devices to make the identity match.

With the identity-matching procedure done, it is possible to supply more infor-

mation about the scene to the network (e.g., device’s speed and direction, warning

about possible blockage). This possibility opens paths to explore applications of

our methodology. We believe it is possible to expand our communications systems’

knowledge by integrating useful data from different domains.

Chapter 4 discussed ideas of sharing information about detected users among

different nodes of the network. For future work, it is possible to explore these

different configurations. Study how different nodes would share information about

detected devices; the benefits and downsides of each configuration. Another case is

to explore whether it is advantageous to centralize the classification part or carry it

out in the network’s different nodes. There is also the need to establish protocols
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on how the nodes will communicate with each other. Finally, it is necessary to

standardize the procedures. In summary, there is a necessity to test, deploy, and

further formalize the technologies necessary to achieve the scenarios presented in

Chapter 4.

We envision our work being used not only in indoor scenarios. We did ex-

periments with outdoor measurements, showing that there is room to advance in

this direction. There are particular problems with using visual information on out-

door spaces (e.g., privacy issues) that need to be addressed. However, there are

a plethora of applications possible, from vehicular communications, on vehicle-to-

vehicle to vehicle-to-everything. These communication systems can take advantage

of existing infrastructure present on modern cars, such as cameras and proximity

sensors, to incorporate more knowledge into the communication systems.

We hope that our work will be further explored and expanded to be extensively

employed in future generations beyond 5G. Based on the ideas of ever-faster, more

reliable connections, and broader bandwidth available, we will see more knowledge

about the environment gathered into the network. Future communications systems

will not rely solely on radio signals, but the aggregation of different domains is going

to be ubiquitous.
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Apêndice A

Confusion Matrices from “Beyond

the Testbed” Simulations

A.1 Scenario 1

A.1.1 S1 for Setup 1

Figura A.1: Confusion Matrix for S1 in Scenario 1 for Setup 1 trained with Random
Forest Classifier.
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Figura A.2: Confusion Matrix for S1 in Scenario 1 for Setup 1 trained with Neural
Network Classifier.

A.1.2 S1 for Setup 2

Figura A.3: Confusion Matrix for S1 in Scenario 1 for Setup 2 trained with Random
Forest Classifier.
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Figura A.4: Confusion Matrix for S1 in Scenario 1 for Setup 2 trained with Neural
Network Classifier.

A.1.3 S1 for Setup 3

Figura A.5: Confusion Matrix for S1 in Scenario 1 for Setup 3 trained with Random
Forest Classifier.
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Figura A.6: Confusion Matrix for S1 in Scenario 1 for Setup 3 trained with Neural
Network Classifier.

A.1.4 S1 for Setup 4

Figura A.7: Confusion Matrix for S1 in Scenario 1 for Setup 4 trained with Random
Forest Classifier.
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Figura A.8: Confusion Matrix for S1 in Scenario 1 for Setup 4 trained with Neural
Network Classifier.

A.1.5 S2 for Setup 1

Figura A.9: Confusion Matrix for S2 in Scenario 1 for Setup 1 trained with Random
Forest Classifier.
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Figura A.10: Confusion Matrix for S2 in Scenario 1 for Setup 1 trained with Neural
Network Classifier.

A.1.6 S2 for Setup 2

Figura A.11: Confusion Matrix for S2 in Scenario 1 for Setup 2 trained with Random
Forest Classifier.
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Figura A.12: Confusion Matrix for S2 in Scenario 1 for Setup 2 trained with Neural
Network Classifier.

A.1.7 S2 for Setup 3

Figura A.13: Confusion Matrix for S2 in Scenario 1 for Setup 3 trained with Random
Forest Classifier.
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Figura A.14: Confusion Matrix for S2 in Scenario 1 for Setup 3 trained with Neural
Network Classifier.

A.1.8 S2 for Setup 4

Figura A.15: Confusion Matrix for S2 in Scenario 1 for Setup 4 trained with Random
Forest Classifier.
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Figura A.16: Confusion Matrix for S2 in Scenario 1 for Setup 4 trained with Neural
Network Classifier.

A.1.9 S1,2 for Setup 1

Figura A.17: Confusion Matrix for S1,2 in Scenario 1 for Setup 1 trained with
Random Forest Classifier.
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Figura A.18: Confusion Matrix for S1,2 in Scenario 1 for Setup 1 trained with Neural
Network Classifier.

A.1.10 S1,2 for Setup 2

Figura A.19: Confusion Matrix for S1,2 in Scenario 1 for Setup 2 trained with
Random Forest Classifier.
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Figura A.20: Confusion Matrix for S1,2 in Scenario 1 for Setup 2 trained with Neural
Network Classifier.

A.1.11 S1,2 for Setup 3

Figura A.21: Confusion Matrix for S1,2 in Scenario 1 for Setup 3 trained with
Random Forest Classifier.
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Figura A.22: Confusion Matrix for S1,2 in Scenario 1 for Setup 3 trained with Neural
Network Classifier.

A.1.12 S1,2 for Setup 4

Figura A.23: Confusion Matrix for S1,2 in Scenario 1 for Setup 4 trained with
Random Forest Classifier.
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Figura A.24: Confusion Matrix for S1,2 in Scenario 1 for Setup 4 trained with Neural
Network Classifier.

A.2 Scenario 2

A.2.1 CIR1 for Setup 1

Figura A.25: Confusion Matrix for CIR1 in Scenario 2 for Setup 1 trained with
Random Forest Classifier.
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S1

Figura A.26: Confusion Matrix for CIR1 in Scenario 2 for Setup 1 trained with
Neural Network Classifier.

A.2.2 CIR1 for Setup 2

Figura A.27: Confusion Matrix for CIR1 in Scenario 2 for Setup 2 trained with
Random Forest Classifier.
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Figura A.28: Confusion Matrix for CIR1 in Scenario 2 for Setup 2 trained with
Neural Network Classifier.

A.2.3 CIR1 for Setup 3

Figura A.29: Confusion Matrix for CIR1 in Scenario 1 for Setup 3 trained with
Random Forest Classifier.
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Figura A.30: Confusion Matrix for CIR1 in Scenario 2 for Setup 3 trained with
Neural Network Classifier.

A.2.4 CIR1 for Setup 4

Figura A.31: Confusion Matrix for CIR1 in Scenario 2 for Setup 4 trained with
Random Forest Classifier.
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Figura A.32: Confusion Matrix for CIR1 in Scenario 2 for Setup 4 trained with
Neural Network Classifier.

A.2.5 CIR2 for Setup 1

Figura A.33: Confusion Matrix for CIR2 in Scenario 2 for Setup 1 trained with
Random Forest Classifier.
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Figura A.34: Confusion Matrix for CIR2 in Scenario 2 for Setup 1 trained with
Neural Network Classifier.

A.2.6 CIR2 for Setup 2

Figura A.35: Confusion Matrix for CIR2 in Scenario 2 for Setup 2 trained with
Random Forest Classifier.
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Figura A.36: Confusion Matrix for CIR2 in Scenario 2 for Setup 2 trained with
Neural Network Classifier.

A.2.7 CIR2 for Setup 3

Figura A.37: Confusion Matrix for CIR2 in Scenario 1 for Setup 3 trained with
Random Forest Classifier.
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Figura A.38: Confusion Matrix for CIR2 in Scenario 2 for Setup 3 trained with
Neural Network Classifier.

A.2.8 CIR2 for Setup 4

Figura A.39: Confusion Matrix for CIR2 in Scenario 2 for Setup 4 trained with
Random Forest Classifier.
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Figura A.40: Confusion Matrix for CIR2 in Scenario 2 for Setup 4 trained with
Neural Network Classifier.

A.2.9 CIR3 for Setup 1

Figura A.41: Confusion Matrix for CIR3 in Scenario 2 for Setup 1 trained with
Random Forest Classifier.

69



S1

Figura A.42: Confusion Matrix for CIR3 in Scenario 2 for Setup 1 trained with
Neural Network Classifier.

A.2.10 CIR3 for Setup 2

Figura A.43: Confusion Matrix for CIR3 in Scenario 2 for Setup 2 trained with
Random Forest Classifier.
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Figura A.44: Confusion Matrix for CIR3 in Scenario 2 for Setup 2 trained with
Neural Network Classifier.

A.2.11 CIR3 for Setup 3

Figura A.45: Confusion Matrix for CIR3 in Scenario 1 for Setup 3 trained with
Random Forest Classifier.
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Figura A.46: Confusion Matrix for CIR3 in Scenario 2 for Setup 3 trained with
Neural Network Classifier.

A.2.12 CIR3 for Setup 4

Figura A.47: Confusion Matrix for CIR3 in Scenario 2 for Setup 4 trained with
Random Forest Classifier.

72



Figura A.48: Confusion Matrix for CIR3 in Scenario 2 for Setup 4 trained with
Neural Network Classifier.

A.3 Scenario 3

A.3.1 CIR1 for Setup 1

Figura A.49: Confusion Matrix for CIR1 in Scenario 2 for Setup 1 trained with
Random Forest Classifier.
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Figura A.50: Confusion Matrix for CIR1 in Scenario 2 for Setup 1 trained with
Neural Network Classifier.

A.3.2 CIR1 for Setup 2

Figura A.51: Confusion Matrix for CIR1 in Scenario 2 for Setup 2 trained with
Random Forest Classifier.
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Figura A.52: Confusion Matrix for CIR1 in Scenario 2 for Setup 2 trained with
Neural Network Classifier.

A.3.3 CIR1 for Setup 3

Figura A.53: Confusion Matrix for CIR1 in Scenario 1 for Setup 3 trained with
Random Forest Classifier.
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Figura A.54: Confusion Matrix for CIR1 in Scenario 2 for Setup 3 trained with
Neural Network Classifier.

A.3.4 CIR1 for Setup 4

Figura A.55: Confusion Matrix for CIR1 in Scenario 2 for Setup 4 trained with
Random Forest Classifier.
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Figura A.56: Confusion Matrix for CIR1 in Scenario 2 for Setup 4 trained with
Neural Network Classifier.

A.3.5 CIR2 for Setup 1

Figura A.57: Confusion Matrix for CIR2 in Scenario 2 for Setup 1 trained with
Random Forest Classifier.
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Figura A.58: Confusion Matrix for CIR2 in Scenario 2 for Setup 1 trained with
Neural Network Classifier.

A.3.6 CIR2 for Setup 2

Figura A.59: Confusion Matrix for CIR2 in Scenario 2 for Setup 2 trained with
Random Forest Classifier.
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Figura A.60: Confusion Matrix for CIR2 in Scenario 2 for Setup 2 trained with
Neural Network Classifier.

A.3.7 CIR2 for Setup 3

Figura A.61: Confusion Matrix for CIR2 in Scenario 1 for Setup 3 trained with
Random Forest Classifier.
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Figura A.62: Confusion Matrix for CIR2 in Scenario 2 for Setup 3 trained with
Neural Network Classifier.

A.3.8 CIR2 for Setup 4

Figura A.63: Confusion Matrix for CIR2 in Scenario 2 for Setup 4 trained with
Random Forest Classifier.
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Figura A.64: Confusion Matrix for CIR2 in Scenario 2 for Setup 4 trained with
Neural Network Classifier.
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